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ABSTRACT

This work describes the development and application of a physically-based

hydrological simulation model. Pertinent issues in physically-based

modelling are addressed, including catchment discretization, numerical

finite difference methods, modelling of delayed flows, parameter cali-

bration and time increment selection.

The model follows a distributed approach with finite difference methods

for routing surface runoff, soil moisture seepages and streamflows.

Vertical and downs lope soil moisture movements are represented with a

three-layer soil sub-model, with Green-Ampt infiltration. Other model

components are interception, evapotranspiration and reservoir routing.

Spatial variation of rainfall is accounted for by interpolating between

a number of raingauges in a catchment. The model is coded on a micro

computer and is intended for continuously simulating quick flows and de-

layed flows in rural catchments.

Finite difference methods for solving the kinematic equations were

studied and different approaches compared. The Muskingum-Cunge approach

was modified for improved numerical stability and shown to resolve prob-

lems of uncontrolled numerical diffusion and parasitic waves. It also

allowed for an explicit solution with savings in computation time. This

approach was used for the overland and channel routing algorithms in the

model.

The model was based on an unusual element approach to catchment

discretization, and certain advantages of this approach over other meth-

ods were demonstrated. The concept of a variable time increment for en-

hancing computational efficiency was explored and successfully

implemented. Various improvements to standard modelling techniques were

developed for the individual hydrological processes in the model, and

guidelines for evaluating model parameters were assembled.

The model was applied to a number of catchments in which simulated and

recorded streamflows were compared, and was used to predict the effects

of land use changes in an agricultural catchment. The role of parameter

calibration in physically-based modelling was evaluated and the model was

used to demonstrate advantages of a physically-based approach.
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Chapter 1: INTRODUCTION

1.1. State of the art of hydrological modelling

Numerous computer models for hydrological simulation currently exist,

with a great diversity of approaches and mathematical rigour. Surveys

of current models have been presented by Overton and Meadows (1976),

Viessman et al (1977), Haan et al (1982) and ASCE (1985), and some prom-

inent models are listed in table 1.1.

Clarke (1973) and Overton and Meadows (1976) categorised models as

deterministic and stochastic, depending on their probabilistic content,

and as conceptual or empirical, with the former based on an understanding

of the physical processes.

Models may be further classified according to their suitability for urban

or rural applications or for single event or continuous simulations, as

indicated in table 1.1. Secondary limiting factors may be the catchment

scale, vegetation-type or climatic zone for which a model is intended.

Single event models are useful for applications such as sizing flood

control facilities, and continuous simulations over extended periods for

synthetic streamflow generation and record patching. In continuous sim-

ulation, evapotranspiration processes and the regeneration of infil-

tration rates are important.

The manner in which the spatial variability of catchment parameters is

accounted for determines whether a model may be classified as a lumped

or distributed parameter model. Lumped models in table 1.1 treat a

catchment as a single entity without subdivision into smaller zones.

Distributed or semi-distributed models generally employ either sub-areas,

a rectangular grid superimposed on a catchment, or elements, which are

narrow strips of land parallel to the topographical contours.

Modelling approaches vary from simple empirical relations to rigorous

numerical solutions of the differential equations governing surface and



Table 1.1: Some prominent hydrological models.

Processes modelled

to

Model Reference

Crawford & Linsley (1966)

Soil Conservation Service (1972)

Carrigan (1973)

Williams & Hann (1973)

U.S. Army Corps (1973)

Terstriep & Stall (1974)

Holtan et al (1975)

Rockwood (1975)

SWM*

TR-20

USGS

HYMO

HEC-1

ILLUDAS

USOAIIL

SSARR

HYDROCOMP Crawford et al (1976)

PITMAN

ANSWERS

IHCM**

RUNOFF

L'Kr.AMS

SUMM

K1NE 2

HSPF

ACRU

1IIDM***

WITWAT

SHE

MDOR

WITSKM

Pitman (1977)

Beasley et al (1977)

Eeles (1978)

Jayawardena & White (1979)

Kn ise l (1980)

ilubcr et al (1982)

Constantinides (1983)

Johanson et al (1984)

Schulze (1984)

Institute of hydrology (1984)

Green (1984)

Abbot et al (1986 b)

Villeneuve et al (1986)

Stephenson (1989a)
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subsurface flows in one, two or three dimensions. Moisture stores re-

presenting surface runoff, interflow and ground water flow have been

successfully employed in a large number of models since Crawford and

Linsley's (1966) Stanford Watershed Model. Such an approach depends on

calibration of input parameters against measured streamflow records, and

has proved particularly useful in applications such as streamflow record

patching (Middleton et al, 1981). The SCS method, unit hydrographs and

time-area theory (isochronal techniques) have also been encoded in com-

puter models. In recent years there has been an increasing awareness of

the value of physically-based modelling in which the input parameters are

measurable quantities with a physical interpretation. Numerical sol-

utions of the kinematic equations for overland and channel flow became

widely accepted in the 1970's and '80's (Ponce, 1986) following early

studies by Lighthill and Whitham (1955) and Woolhiser and Ligget (1967).

The use of the more rigorous diffusion wave approximation of the

hydrodynamic equations has been adopted in a few models, notably the

European model SHE (Abbot et al, 1986b). Modelling below-ground moisture

conditions has progressed from the Hortonian concept of considering in-

filtration as a loss from the system, to modelling subsurface moisture

seepages using either empirical moisture-budgeting procedures or

physically-based numerical solutions of the subsurface flow equations.

The recognition of the importance of source areas has resulted in many

models attempting to account for their influence on streamflow generation

(for example Bernier, 1985 and Beven and Kirkby, 1979).

The time increments used by models vary with the type of model and ap-

plication. Short time increments of a few minutes are typically used

where the dynamics of catchment response during a storm are being mod-

elled. Daily and monthly time increment models are used for simulations

over longer periods. Time increments may be user-specified as in SWMM

(Huber et al, 1982) and WITWAT (Green, 1984), or fixed by the program as

in the Pitman (1977) model.

Advancing computer technology has had an impact on hydrological model-

ling. Greater data handling capacities and computation speed have fa-

cilitated finer catchment discretization, more rigorous numerical

solutions, and longer simulation periods. Increasing use has also been



made of micro computers for simulation programs. Green (1984) lists some

advantages of micro computer models over mainframe models.

The present study describes the development and application of a

physically-based hydrological simulation model. It is a distributed

model using an element approach for catchment discretization, and is in-

tended for general application to a range of rural catchment types and

sizes. It is coded on a micro computer, and utilises a variable time

increment controlled by the user. The model is intended for continuous

simulation of catchment streamflows, but may also be used for simulating

single events.

1.2. Specific areas addressed by this study

Abbot et al (1986a) emphasised a number of advantages of physically-based,

distributed modelling: (1) the effects of land-use changes on runoff can

be predicted, (2) ungauged catchments can be modelled, and (3) spatial

variability of catchment inputs and outputs facilitate more detailed

analysis of study areas. While these factors strongly favour this type

of model, the inconclusiveness of recent model studies (Beven, 1989) in-

dicates the necessity for ongoing research in this field. Pertinent is-

sues are addressed by the model and its applications presented in the

present study.

Many physically-based models are based on a grid approach to catchment

discretization. The element approach has been less extensively used

(Jayawardena and White, 1979; Bernier, 1985) although it has certain ad-

vantages such as greater flexibility in representing the physical fea-

tures of a catchment, greater computing economy and reduced computational

complexity. In the present study, the element approach is used in the

simulation program in order to explore further its potential in

hydrological modelling. Different approaches to catchment discretization

are discussed in detail in chapter 2 and compared with the element ap-

proach.

The kinematic equations (kinematic wave approximation to the Saint Venant

equations) are widely used for overland and channel routing in



hydrological modelling. Five of the models listed in table 1.1 utilise

numerical solutions of the kinematic equations. Numerous different fi-

nite difference schemes for these equations are reported in the litera-

ture, incorporating many variants of implicit, explicit, backward and

forward differences, leaving the modeller with a bewildering choice of

alternatives. Previous studies comparing different schemes (Woolhiser

and Ligget, 1967 and Constantinides, 1982) are limited in their applica-

tion, and a rigorous and comprehensive analysis is needed. Furthermore,

early studies of the writer have indicated that finite difference methods

currently used for the kinematic equations may be in error (Holden and

Stephenson, 1988). An in-depth study of finite difference modelling of

the kinematic equations is therefore presented in chapter 3, analysing

the convergence, accuracy and stability criteria of different families

of schemes, and showing up inadequacies in many of the schemes commonly

used. The results of this study are intended to enhance current under-

standing of this subject, as well as to provide a sound theoretical basis

for finite difference schemes used for the various hydrological processes

in the present simulation model. In particular a suitable numerical

scheme is sought for overland and channel routing.

The subject of model calibration is given considerable attention in this

study. Abbot et al (1986a) pointed out that although in principle cali-

bration of a physically-based model should not be required, it is neces-

sary because of inadequate representation of hydologic processes and

insufficient data. Beven (1989) argued that calibration is undesirable

in physically-based models as it defeats the purpose of physically-based

modelling. He pointed out that the inter-dependence of many parameters

in a physically-based model makes physical reasoning difficult to apply

when adjusting parameters on a trial-and-error basis, and the large number

of parameters that generally characterise such models renders them un-

suitable for calibration using optimisation techniques. The following

questions are addressed in the present study:

1. Are good results possible without calibration of input parameters?

2. To what extent is calibration necessary in a physically-based model?

3. How does catchment scale affect calibration?



These issues are addressed in the model applications presented in chapters

8, 9 and 10.

One of the advantages of physically-based models is their suitability for

evaluating the effects of land-use changes on runoff. Since the model

parameters have a physical meaning, they can be adjusted to represent

natural or man-made changes in vegetation, crops, erosion patterns and

channel conditions. Such an exercise is carried out here on a large ag-

ricultural catchment, in which the effects of land-use and catchment

management changes on streamflow are assessed.

In order to avoid unnecessary computation effort and voluminous output

during continuous simulations, a larger time increment should be used

during dry periods than during wet. This problem is typically overcome

by switching from a small time increment during rainy periods to a larger

one (such as one day) during dry periods (for example Gorgens, 1983).

This is taken a step further in the present study by implementing a

sliding time increment. Short time steps of the order of minutes used

during intense rain may be increased somewhat on the falling limb of a

hydrograph, and further increased up to a few hours for baseflows and a

number of days during dry periods. In this way the time increment may

be tailored to prevailing conditions, enhancing optimum model perform-

ance. A method of accomplishing this is investigated here.

The processes included in the present model are overland and channel flow

routing, reservoir routing, interception, evapotranspiration, infil-

tration, soil moisture movements and ground water flow. Improved methods

for modelling the various processes have been sought. This is reflected

in the modified finite difference schemes used for overland, channel and

reservoir routing; the development of a rill factor to account for the

effect of rills and channelisation on overland flow; the approach to

modelling soil moistures and delayed flows; the evapotranspiration sub-

model assembled from the literature; and the equations for interception

loss based on a dynamic store.

The model is intended to be comprehensive in the processes incorporated,

and flexible in application to different climatic, topographic and vege-



tation conditions. Limitations imposed on the model are that it is in-

tended for rural and not urban applications, and snow-melt and water

quality modelling are not included. Nevertheless it could be extended

to incorporate these items, and the basic principles of physically-based

modelling developed here are more widely applicable.

Since physically-based modelling depends largely on measurable parame-

ters, the quality of model output relies on well-assessed parameter val-

ues. Data evaluation has therefore been given considerable attention,

with comprehensive guidelines for assessing the various input parameters,

assembled from various sources.

The objectives of this study may be summarised as the development and

application of a physically-based hydrological model with a view to:

o adapting and developing the element approach for catchment

discretization;

o developing improved numerical methods for finite difference solutions

of the kinematic equations;

o developing a model capable of reproducing all the components of

streamflow (quickflow as well as interflow and baseflow) in contin-

uous simulations, and able to represent source areas and other

streamflow producing mechanisms of a catchment; and

o developing the concept of a sliding time increment.

Secondary objectives include:

o where appropriate, developing improved methods for modelling indi-

vidual hydrological or hydraulic processes;

o investigating the role of calibration in physically-based modelling;

o demonstrating the use of a physically-based model to evaluate land

use changes on runoff; and

o providing comprehensive guidelines for the evaluation of input pa-

rameters .

Volume 1 of this report is organised into two main parts. Section A de-

scribes the model and all the component processes, and Section B presents



the results of field applications. The three case studies dealt with in

Section B are ummarised in table 1.2, showing a range of catchment sizes

and types. In these case studies, simulated streamflows are compared with

measured flows and model performance is compared with that of other mod-

els. The Appendices (volume 2) include a user's manual, guidelines for

parameter evaluation, equation derivations, catchment data and program

listings.

Table 1.2: Summary of catchment studies.

Catchment Area Location Climate & land use Source of data Features of study

Vaterval

Ecca

Bethlehem*

0.7S km1

9.1 km1

83 -

372 km1

Central

Transvaal

Eastern

Cape

Orange

Freestate

temperate

grassland

semi-arid

bushveld

temperate

agricultural

Collected in the

present study

KRU, Rhodes

University

Department of

Water Affairs

Simulation of surface runoff and interfli

in a multiple-peak event.

Continuous simulation and comparison witi

Pitman and Stanford Watershed Models.

Continuous simulation with studies of th.

affects of land use changes on runoff.

* Nested catchments



Chapter 2: DESCRIPTION OF SIMULATION MODEL

Catchment modelling may be seen as comprising two conceptual steps as

illustrated in fig. 2.1. The first is the replacement of the physical

catchment with a representation that preserves the important physical

features and provides a framework for the model equations. This is the

process of catchment discretization. The second step is the use of

mathematical techniques to model the hydrological processes.

This chapter gives an overview of the simulation model developed in the

present study, and reflects the elements of the modelling process iden-

tified above. Common approaches to catchment discretization are dis-

cussed and the approach used in the present study is motivated. The model

structure used for accommodating the various hydrological processes is

described, and the use of variable time increments and the structure of

the computer program are dealt with.

Physical features
of a catchment

Representation of the
catchment using a
discretization
framework

Mathematical
formulations for
modelling the hydro-
logical processes

Figure 2.1: Elements of the modelling process,

2 . 1 . CATCHMENT DISCRETIZATION

Discretization of a catchment into smaller units facilitates distributed

modelling of spatially variable quantities such as soil moistures and

overland flows, and enables variations in topography, land-use and soil

types to be catered for. The smaller the size of the sub-units relative

to the whole catchment, the finer is said to be the level of

discretization (James and Robinson, 1981). Stephenson (1989b) studied

the effects of using a coarse or fine level of discretization on model
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calibration and output. In motivating the approach to catchment

discretization adopted for the present model, common modelling approaches

are discussed below.

2.1.1. Approaches to catchment discretization

(i) Sub-catchment approach

A commonly used approach in distributed or semi-distributed models is the

subdivision of a catchment into a number of sub-areas or sub-catchments

drained by a channel network. Input parameters are specified separately

for each sub-catchment, affectively treating each sub-catchment as

homogenous with respect to ground slope, land-use and soil character-

istics. Stormflows are computed for each sub-catchment and then routed

through the channel network to the catchment outlet. Examples of models

using this approach are the urban drainage models SWMM (Huber et al, 1982)

and WITWAT (Green, 1984), and the widely-used Stanford Watershed Model

(Crawford and Linsley, 1966). These three models all utilise one-

dimensional kinematic overland routing.

The sub-catchment approach has a number of shortcomings:

1. Spatial variations of quantities such as infiltration rates and soil

moistures over a hills lope are not modelled unless a very fine level

of discretization is used.

2. The assumption of homogeneity of slope, land-use and soil type within

a sub-catchment may not be an accurate representation of reality.

3. Models using a flow-resistance equation for surface runoff require

the specification of an overland flow length for each sub-catchment.

This input parameter is intended to represent the average length of

drainage channels or flow routes in a sub-catchment. Effectively the

use of an overland flow length replaces a sub-catchment with a rec-

tangular plane of dimensions such that one-dimensional sheet flow on

the plane will produce the same runoff as that of the physical sub-

catchment. Since a sub-catchment is rarely rectangular, the overland

flow length can become merely a calibration parameter and not a

11



physical dimension, which is contrary to the purposes of physically-

based modelling.

4. When finite difference methods are used to solve the surface flow

equations, the use of an overland flow length leads to poor perform-

ance of the finite difference algorithms, as will be shown in chapter

3. A hillslope should be subdivided onto smaller sections for the

best numerical results.

5. An assumption sometimes made in models that follow the sub-catchment

approach, is that surface runoff from each sub-catchment is assumed

to enter the drainage channel at a node, whereas lateral inflow into

streams is more realistic in many cases.

Undeniably, models using the sub-catchment approach have been shown to

produce good results when calibrated against observed runoff hydrographs,

despite the above factors. However, the increasing use of methods such

as the grid approach in distributed models indicates a trend towards a

finer level of discretization in pursuit of improved modelling tech-

niques.

(ii) Grid approach

Models following this approach utilise a rectangular grid superimposed

on a catchment. Examples are KINE2 (Constantinides, 1982), SHE (Abbot

et al, 1986 a, b) and ANSWERS (Beasley et al, 1977). Sample applications

of grid models to two catchments are shown in fig. 2.2. In models such

as KINE2 and SHE, the grid constitutes a finite difference grid for two-

dimensional overland routing, using either kinematic routing as in KINE2

or diffusion routing as in SHE. The ANSWERS model treats each cell in

the rectangular grid as having an average slope and slope direction, and

uses one-dimensional kinematic routing to route overland flow from one

cell to the next.

The grid approach can be a powerful technique for two-dimensional routing

of overland flow. However, unless a very fine grid is used, topography

and rivers can be poorly detailed. For example the crest of a hill may

lie in the middle of a grid cell, not conveniently on the boundary between

two cells. Similarly a stream or a river may lie right across a cell,

12



(a) Ecca Catchment

(b) Wye Catchment

1Km

1 Km

Figure 2.2: Case studies using the grid approach.

(a) ANSWERS model applied to Ecca catchment, Eastern Cape (Schultz, 1988)

(b) SHE model applied to the Wye, United Kingdom (Bathurst, 1986).
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confusing slopes and slope direction. These problems are evident in the

examples in fig. 2.2. A fine grid would overcome these problems, but at

the expense of greatly increased computation time. Also, if a fine grid

was used it could be argued that a fine computational mesh may be incom-

patible with the relatively coarse level of detail of available soil,

vegetation and rainfall data.

Notwithstanding these drawbacks, the grid approach can be an effective

tool in runoff models because of its versatility and its distributed na-

ture, as evidenced by the number of leading models that successfully em-

ploy this approach.

(iii) Element approach

This approach is illustrated in fig. 2.3. Assuming flow to be normal to

the topographical contours, a catchment is divided into segments with

boundaries along convenient flow lines. Each segment is further divided

into a number of elements parallel to the topographical contours and to

the stream at the bottom of the hillslope, and one-dimensional flow

routing is used down each hillslope. The dimension normal to the assumed

flow direction is accounted for by the variable width of a segment. This

approach has been used in the models VSAS2 (Bernier, 1985) and RUN0FF1

(Jayawardena and White, 1979). The Variable Source Area Simulator VSAS2

uses a finite difference solution for routing flows down each hillslope,

and RUN0FF1 uses finite element techniques for solving the surface and

subsurface flow equations.

The element approach uses a simplified one-dimensional solution to rep-

resent a complex two-dimensional problem. The use of one-dimensional

equations for overland and subsurface flows is naturally less complex than

a two-dimensional solution, which can be a computational advantage pro-

vided accuracy and versatility are not sacrificed. According to

Jayawardena and White (1979), the one-dimensional element solution "can

give quite meaningful information about general (catchment) behaviour

with only a reasonably modest effort." However, the large number of el-

ements previously used in this approach as shown in fig. 2.3 would have

to be reduced for the full computational advantages to be utilised. An-

14



Figure 2.3: Element discretization of the Severn catchment, after

Jayawardena and White (1979).

other possible drawback of this method is the effort involved in setting

up the element network and entering information on slopes, areas and di-

mensions for all the elements into a computer data file.

2.1.2. Catchment discretization in the present study

The catchment discretization adopted for the present simulation model is

based on the element approach described above. A number of advantages

of this approach may be illustrated by comparing an element discretization

of the Ecca catchment shown in fig. 2.4 with the grid approach on the same

catchment in fig. 2.2(a):
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Segment Boundaries

Element Boundaries

— — Main Streams

N

Figure 2.4: Element discretization of the Ecca in the present study.

1. In the element approach, the shape and size of the elements can be

tailored to fit in with topography, the watershed shape and the lie

of rivers and streams. The grid approach necessitates a linear or

zig-zag approximation of these features.

2. The size of elements can be varied for optimum computing economy.

Regions of rapidly changing topography or variable source areas can

be represented with small elements, while in other areas the element

size can be increased considerably. The grid approach does not have

this flexibility because the grid is uniform over the catchment.
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3. The element discretization of the Ecca shown in fig. 2.4 has 69 ele-

ments, and the grid discretization in fig. 2.2(a) has 66 grid cells

- a similar number of cells or elements and therefore a similar level

of discretization. However, comparison of these two studies shows a

better representation of topographic and stream details by the ele-

ment approach. For the grid study to represent the catchment details

with the same resolution, at least twice the number of cells used in

fig. 2.2(a) would be required. Thus for the same number of elements

or cells, the element approach facilitates a better representation

of a catchment than the grid approach; or conversely, fewer elements

are required in the element approach for the same effectiveness of

discretization. This has obvious advantages in terms of computation

time and computer storage requirements.

Other advantages of the element approach are:

o Each element has its own width and flow length, obviating the need

for an overland flow length and average width as in the sub-catchment

approach.

o The local value of ground slope is used in each element, which is a

better representation of reality than an average subcatchment slope.

o Lateral inflow to streams is easily catered for.

o The division of a hillslope into elements is ideal for modelling

interflow, spatially variable soil moistures and dynamic source

areas.

o Subdivision of a hillslope into elements facilitates optimum func-

tioning of the finite difference methods, as will be shown in chapter

3."

Another reason for using the element approach in the present study is that

the grid approach has been well explored and utilised elsewhere, whereas

the element approach has limited application in the literature. Research

using the element approach can therefore be valuable in exploring its

potential in hydrological modelling.

The practical problems associated with using a large number of small el-

ements are overcome in the present study by increasing the size of the
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individual elements, as can be seen by comparing figs. 2.3 and 2.4.

Furthermore the large amount of effort in setting up the elements is

streamlined by employing digitised entry of element data in the simulation

program.

2.2. MODEL STRUCTURE

Flows in streams, over land and through the soil are governed by the

continuity equation for one-dimensional flow, which can be written

3Q 3A
_ + _ = q± (2.1)

3x at

where Q is flow rate, A is cross-sectional area of flow, x is distance

in the flow direction, t is time and q. is an inflow term. In the finite

difference formulations of this equation, 3t becomes At, the time incre-

ment of the model, and 3x becomes Ax, the spatial increment in the flow

direction. Fig. 2.5 shows how the finite difference formulations are

related to the discretization framework of elements. When applying the

model to a catchment, individual channel reaches are defined by nodes in

the stream network. The length of each channel reach between two nodes

corresponds to the spatial increment Ax in the finite difference formu-

lation for channel routing. The element flow length Ax is used in the

finite difference formulations for overland and subsurface flow routing.

The channel and element flow lengths shown in fig. 2.5 provide the link

between the second and third blocks in fig. 2.1, i.e. the relationship

between the discretization framework and the mathematical formulations.

Fig. 2.6 represents diagrammatically the model structure and segment

connectivity. Each segment may have up to 5 elements, and may flow to

another segment, a reach or a node. Flow to a channel reach constitutes

lateral inflow along the length of the reach, and flow to a node is useful

at the head of streams.

The cut-away portion in fig. 2.6 illustrates the processes modelled in

each element. Incident rainfall is passed through an interception store,

and the net rain after interception abstractions is added to the ponded

water. This water is available for infiltration and surface runoff.
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SEGMENT

ELEMENTS

Figure 2.5: Relationship between discretization framework and

finite difference x-increments.

DOWNS LOPE
SEEPAGE

CHANNEL
FLOW

SEEPAGE
INTO STREAM

N = FLOW TO A NODE
S = FLOW TO A SEGMENT

R = LATERAL INFLOW TO
A CHANNEL REACH

Figure 2.6: Diagrammatic representation of model structure.
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Overland flow is routed from one element to the next towards the stream.

Infiltrating water constitutes input for the soil sub-model, which re-

presents the subsurface environment by means of three soil layers. The

upper two layers have variable moisture contents and the lowest layer

accommodates ground water or a perched water table. Moisture in each soil

layer is subject to both vertical and downs lope seepage. Vertical seepage

determines the soil moisture distribution in the soil profile, and down-

slope seepage is routed from one element to the next. The lowest element

in a hills lope seeps into the stream. Evaporation occurs from the in-

terception store and from the soil surface, and evapotranspiration losses

from the soil are determined by the vegetation leaf area and the root

density in each soil layer. Stream flows are routed down the channel

network, and flows may be routed through a dam or reservoir at any node.

Spatial variation of rainfall is accounted for by using a number of

raingauges in a catchment and interpolating between them at each time step

during a simulation, using the method of Patrick (1988).

The hydrological processes are dealt with individually in the chapters

following this one. The modelling approach and input parameters for each

process are summarised in table 2.1 together with the parameter symbols

generally used in the text.

Topographical data and element boundaries are entered by means of a

digitiser. Ground slopes, element widths, areas and Ax's are all inferred

from the digitised data. This facilitates screen graphics and also re-

duces the effort involved in data entry, rendering the element approach

more practical. Model parameters are specified separately either for each

segment or each element.
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Table 2.1: Summary of processes modelled.

Process Computation method Input parameters

Overland One-dimensional,

routing Muskingum-Cunge finite

(chapter 4) difference solution of

the kinematic equations.

Manning's coefficient (n)

Channelisation factor (k)

Connectivity: segment, node or channel

collecting outflow

Element Ax, width, plan area and ground

slope (digitised data)

Channel flow

(chapter 5)

Muskingum-Cunge routing

with provision for

looped or single-valued

rating relationships.

Manning's coefficient (n)

Bed slope (s0)

Channel width (b)

Bank-slope

Connectivity: inflow and outflow nodes

Infiltration

& soil model

(chapter 6)

Green & Ampt infil. with

vertical & horizontal

soil moisture seepage in

a 3-layer soil model.

Soil depth and thickness of soil layers

Soil texture/group

Saturated conductivity (k )
s

Deep percolation (kT)

Evapo- Soil evaporation & plant

transpiration transpiration based on

(chapter 7) leaf area index.

Monthly or daily potential evaporation

Leaf area index (LAI)

Root distribution in soil layers

Interception

(chapter 7)

Dynamic interception

store.

Interception capacity (I )
c

Reservoir

routing

(chapter 5)

Modified Storage-

indication approach

Crest coefficient

Storage/stage relationship

Position in channel network

Spatial Interpolation between

rainfall raingauges.

-Digitised coordinates of each raingauge

Digitised coordinates of centroid of

each segment

Rainfall data in raingauge files

The soil group determines the values of saturated moisture content (9 ),

residual moisture content (6 ) , field capacity (6 ) and soil suction ( ).
r x s civ
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2.3. SLIDING TIME INCREMENT

A constant time increment is usually used in hydrological simulation

models, either user-specified or fixed, for example hourly, daily or

monthly models. Some continuous simulation models use a small time in-

crement during rainy periods and switch to a larger time increment for

dry periods and recession flows. An example of this dual time increment

system is the Pitman suite used by Gorgens (1983) with hourly time in-

crements during flood events and daily time increments during dry periods.

For the modelling methodologies used in the present study, small time

increments are required during a storm in order to model the rapidly

changing infiltration rates and surface water conditions. Typically a

time increment of 5 to 15 minutes is required for small and medium sized

catchments, although this can be relaxed somewhat during periods of light

rain. On the recession limb of a hydrograph, progressively larger time

increments can be used as the flow recedes. Short-terra interflow responds

more slowly than surface runoff and can be modelled using time increments

of the order of a few hours. Ground water flows have an even slower re-

sponse, and daily time increments may be appropriate for the days fol-

lowing a storm. During long dry periods the time increment can be

increased to a few days or a week for computing soil evapotranspiration

losses, small water table fluctuations and low baseflows. This variation

of time increment with hydrograph shape is illustrated in fig. 2.7.

The use of a variable time increment in a continuous simulation model

would have substantial benefits both in terms of computation efficiency

and modelling accuracy, and would be preferable to a rigid dual time in-

crement system. The present model has been structured for a sliding time

increment that can vary according to catchment response and be tailored

by the user to factors such as catchment size, rainfall conditions and

the required resolution of model output. After experimenting unsuccess-

fully with various methods by which the program selects appropriate time

increments as a simulation proceeds, the approach finally adopted was to

use a user-specified set of time increments covering the full duration

of the simulation and stored in a file dedicated to this purpose. The

time increment file is set up by the user before commencing a simulation,
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Figure 2.7: Generalised stormflow hydrograph illustrating the principle

of a variable time increment in model simulations.

and specifies the time increments to be used at every stage during the

simulation. This file is read by the program together with the rainfall

files at the beginning of each time step. Setting up this file necessi-

tates consulting the rainfall record and (if available) the flow record

for the period under consideration. Expertise in setting up time incre-

ment files was found to improve with experience, and the time increments

used in different case studies are given in Part B.

2.4. PROGRAM STRUCTURE

The computer program developed in this study incorporates the simulation

model as well as routines for handling data and presentation of output.

The overall structure of the program is illustrated in fig. 2.8. The user

can pass between two environments. The data processing environment fa-

cilitates loading, storing, creating and editing data files; editing or

processing raingauge and time increment files; and plotting hydrographs

from the simulation output files. The simulation environment is for

running and monitoring simulations. In both environments, specific tasks

are performed by subprograms while a main controlling program controls

the loading of subprograms into computer memory and the flow of variables.
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The program is coded on a Hewlett-Packard 9816 micro computer and the

whole system constitutes a total of 350 kilobytes of coding. The matrices

and variables occupy a further 152 kilobytes of memory. The coding is

listed in Appendix F.

Data processing
environment

Simulation
environment

Figure 2.8: Diagramatic representation of

program structure.

The computational procedure of the simulation model is shown in fig. 2.9.

Each hydrological process is treated as a sub-model. At the beginning

of each time step, the length of the next time increment is read from the

time increment file and used to update the current date and time which

are displayed as computation proceeds. The amount of rain falling in this

time increment is then read. from each raingauge file and converted into

an intensity. The rainfall interpolation procedure assigns a weighted

rainfall intensity to each segment. Interception losses are abstracted,

and the infiltration, soil moistures, subsurface seepages and surface

runoffs are computed for each element. Connectivity matrices determine

the sequence of computations such that computation always proceeds down-

slope to ensure that the upstream flow conditions are known for each el-

ement. Computation then proceeds downstream through the channel network

towards the outlet. Channel flows at the outlet are stored in output

files together with the current date and time before proceeding to the

next time step.

Primary output consists of simulated flow records which can be accessed

at any date and time for plotting hydrographs. Secondary output includes

maps of soil moisture and surface water which may be plotted at any stage

during a simulation.



loop time

Consult time increment file
for current time step

Update and display date and time

Read raingauge files and interpolate
for spatial variation

Set potential evaporation

-Loop through segments and elements

Compute interception losses

Compute soil moisture flows

Compute evapotranspiration losses

Determine excess rain and ponded water

Overland routing of surface runoff

Channel and reservoir routing

Store hydrograph ordinate in output file

Figure 2.9: Flow diagram showing computational sequence

of simulation model.



The rainfall data for the raingauges used in a study is stored in separate

files on disk. The format of these files accommodates break-point as well

as fixed time increment rainfall data (such as hourly or daily rainfall),

and the time increments used in the simulation are independent of those

in which the data is stored. The format of the raingauge, time increment

and output files was devised for optimum storage efficiency and is de-

scribed in Appendix E.

Detailed guidelines on the use of the program are given in the user's

manual in Appendix A. The theoretical development of the modelling pro-

cedures for each hydrological process is presented in the chapters fol-

lowing this one.
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Chapter 3: FINITE DIFFERENCE STUDIES OF THE KINEMATIC

EQUATIONS

Finite differences are used extensively in the present simulation model

to solve the differential equations governing various physical processes.

In particular, the kinematic equations are used in finite difference

formulations for overland and channel routing. Many finite difference

formulations for the kinematic equations are reported in the literature,

but there is no unified treatment of the subject showing how specific

formulations are related and how their properties can be predicted and

explained. There is a need for a lucid explanation of the accuracy and

stability characteristics of different schemes or families of schemes.

Presented here is a study of various approaches to finite difference

solutions of the kinematic equations, using algorithms for overland

routing to illustrate their behaviour and properties. Although of par-

ticular relevance to overland flow, the principles developed in this

chapter are also of relevance to other finite difference applications

presented later in this work, such as the selection and development of a

suitable finite difference formulation for channel routing, and ensuring

numerical stability in reservoir routing and soil moisture seepages.
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3 . 1 . KINEMATIC EQUATIONS

3.1 .1 . Kinematic approximation to hydrodynamic equations

The Saint Venant (full hydrodynamic) equations for one-dimensional flow

consist of the continuity and momentum equations, which are derived in

Appendix B. The continuity equation describes conservation of mass, and

for overland flow i t can be written:

3q 3y
_ + _ = i e (3.1)

3x 3t

2 -1
with q = flow rate per unit width [L T ]

y = flow depth [L]

x = longitudinal distance in flow direction [L]

t = time [T]

i = excess rain [LT ]

The momentum equation, expressing conservation of momentum, has the fol-

lowing form for a rectangular channel and for overland flow:

3y v 3v 1 3v
sf = sB - _ (3.2)

3x g 3x g 3t

irgy (frictioi

s0 = bed slope [L/L]

v = depth-averaged velocity [LT ]
2 -1

g = acceleration due to gravity [L T ]

Eqn.(3.2) represents non-uniform, unsteady flow. Omitting smaller order

terms (as will be discussed in more detail in chapters 4 and 5 on overland

and channel routing) gives the relationship s- - s0 which is the kinematic

approximation. This will be shown in chapter 4 to be a good approximation

for overland routing. It implies the use of a single-valued rating re-

lationship or friction equation which for overland flow has the general

form:

q = otym (3.3)

where s. = energy (friction) slope [L/L]
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in which y represents the flow depth and a and m are constants. For

Manning's equation, a = sa /n where n is Manning's roughness coefficient,

and m = 5/3. Eqn.(3.3) also represents a general equation for other flow

problems. For saturated Darcian flow through soil parallel to the ground

surface, a is the product of the soil permeability and the ground slope,

and m = 1.0. For flow over a weir, o is the crest coefficient and m =

3/2.

Eqns.(3.1) and (3.3) constitute the kinematic equations for overland

flow. Analytical solutions are limited to particular geometries, rain-

fall patterns and initial and boundary conditions, and so the use of nu-

merical finite difference solutions is generally resorted to in

hydrological simulation models. This constitutes a physically-based

modelling approach which is flexible in the geometry and rainfall input

that can be modelled. Before discussing finite difference schemes for

the kinematic equations, we will take a brief look at the kinematic flow

behaviour that is implied by the kinematic approximation.

3.1.2. Kinematic behaviour

The following terms are defined for the sake of clarity:

o Waves are of two kinds. A flood wave describes the progress of a

flood as it travels down a catchment or through a channel reach.

Small surface disturbances are also referred to as waves, propagating

upstream and downstream at characteristic speeds known as wave

celerity. These wavelets transmit information regarding flow condi-

tions upstream or downstream of a particular point.

o Subsidence, attenuation and diffusion all refer to the reduction in

peak of a flood wave as it travels down a catchment or channel reach.

Physical diffusion is the natural process by which this phenomenon

occurs and it is caused by storage. Numerical diffusion is an arti-

ficial attenuation of a flood wave by virtue of the finite difference

scheme used to model the routing equations. Unless measures are taken

to match the numerical diffusion of the finite difference scheme to
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the physical diffusion, they will be unrelated and the numerical

diffusion is said to be uncontrolled.

o Dispersion is a lateral spreading of a hydrograph as a flood wave

proceeds down a catchment or a channel reach.

It is implicit in kinematic theory that a flood wave modelled by the

kinematic equations exhibits no diffusion or dispersion. This has been

shown mathematically by Henderson (1966) and Stephenson and Meadows

(1986). Kinematic behaviour or a kinematic wave describes a flood wave

that does not attenuate and is therefore perfectly modelled by kinematic

theory. The difference between kinematic and non-kinematic waves is il-

lustrated in fig. 3.1 (after Henderson, 1966). It is illustrated here

by considering a flood wave passing down a channel, since a visible flood

wave is not so obvious in overland flow (Constantinides, 1982). The first

curve in fig. 3.1(a) represents a hydrograph at some point in a channel

reach, and the second curve is the hydrograph at a point downstream of

the first. It exhibits no subsidence and hence is purely kinematic.

There is also no dispersion which would be seen as an increase in the

length of the cord AB. Thus a kinematic wave only undergoes a shift in

time and a change of shape, which can be seen in fig. 3.1 (a) as a

steepening of the downstream face. Fig. 3.1(b) shows a non-kinematic wave

in which attenuation and dispersion of the hydrograph are clearly evident.

Since real flows do exhibit attenuation, the kinematic approximation

should be used with caution. It can be shown (chapter 4) that the

kinematic approximation generally holds for overland flow, and it is

therefore commonly used for overland routing with substantial advantages

gained in terms of reduced computational complexity. The kinematic

equations may also be used for channel routing as a refinement of time

shift routing, or with a modification to incorporate attenuation. Over-

land routing will be used in this chapter in the studies of finite dif-

ference formulations of the kinematic equations.

30



(a) Kinematic waves

subsidence

(b) Non-kinematic waves

Figure 3.1: Flood waves in a channel (after Henderson, 1966)
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3.2. FINITE DIFFERENCE FORMULATIONS OF THE KINEMATIC

EQUATIONS

The kinematic equations can be solved numerically using four approaches

(Constantinides, 1982):

finite elements

method of characteristics

explicit finite differences

implicit finite differences

Finite element solutions are not generally used for the kinematic

equations since, according to Constantinides (1982), computation can be

excessive and accuracy and stability criteria can become tedious to apply.

The characteristic method is hard to apply in hydrological models because

of the changing x-t grid, and is not suitable for the present application

in which Ax is pre-determined by the catchment discretization. The dis-

cussion here is therefore directed at explicit and implicit finite dif-

ference methods.

Woolhiser and Ligget (1967) compared a number of explicit and implicit

finite difference schemes for the kinematic equations. Constantinides

(1982) compared various explicit schemes on the basis of stability and

accuracy by comparing them with the analytical solution for overland flow

on a sloping rectangular plain.

This present study considers three categories of finite difference

schemes:

(1) Generalised Standard formulation (Preissmann "box" scheme)

(2) Muskingum-Cunge formulation

(3) Weighted Backward Difference

Many of the traditional finite difference approaches are incorporated in

the first category by using a generalised Preissmann scheme. The inter-

action between the temporal and spatial weighting coefficients (8 and 0)

and Ax/At is studied with respect to accuracy and numerical stability.

The Muskingum-Cunge formulation is introduced as the second category, and

finally the Weighted Backward Difference scheme that breaks away from the
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Preissraann box. Each category is dealt with separately and then measured

overland flow data is used to compare and evaluate their accuracy.

3.3. GENERALISED STANDARD FORMULATION

3.3 .1 . Preissmann box

Preissmann (1961) suggested a scheme for the hydrodynamic equations in

which eqn. (3.1) is expressed in finite differences as:

+ = i (3.4)

Ax At

0 and 8 are weighting coefficients defined in fig. 3.2, with numerical

values between 0 and 1.0. Fig. 3.2 represents a "computational cell"

on the x-t grid. For simplicity, subscripts 1, 2, 3 and 4 are used to

represent the conditions at the corners of the computational cell. With

this notation qj is the flow at (x-Ax,t-At), q2 at (x-Ax,t), etc.

t

T '
At

r-At

0AX

X'AX X

_- AX _ i

Figure 3.2: Computational cell
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Eqn. (3.4) is a useful generalised treatment because it encompasses many

schemes that are used for the kinematic equations. For example if 8 =

0, eqn. (3.4) reduces to a backward difference, and 8 = 1.0 to a forward

difference. Some sources promote the use of a backward difference (8 =

0) arguing that the kinematic equations imply information propagation in

the flow direction only (Constantinides, 1982). An explicit formulation

corresponds to 0 = 1.0 in eqn. (3.4), while lower values of 0 result in

an implicit formulation. 0 = 0 and 0.5 are common choices for implicit

schemes. If 8 and 0 are both equal to 0.5 then eqn. (3.4) becomes a

central difference. Some of the well-established schemes can be expressed

as special cases of the Preissmann scheme. For example the leap-frog

scheme is a central difference scheme similar to a Preissmann box with 8

= 0 = 0.5. Similarly the Crank-Nicholson scheme reduces to a Preissmann

scheme with 8 =0.5 and 0 left variable, if the Ax in the Preissmann

equivalent is set at twice the Ax in the Crank-Nicholson scheme.

A means of solving the Preissmann scheme is now developed, as it will be

used extensively in this chapter. Solving equation (3.4) for yu gives

the following equation:

= ieAt + y,(l-8) + 8(yi-y2) - [0(q3-qi)+(l-0)(q,-q2)]At/Ax

(3.5)

Expressing flow rate q in terms of depth y by using eqn. (3.3), and

writing eqn. (3.5) as a function of y4 denoted f(y,»), we obtain:

f(yfc) = i At + (l-8)(y3-yfc) + 8(yi-y2) - a[0(y3
m-yi

m)+(l-0)(yu
m-y2

m)]At/Ax

(3.6)

Eqn. (3.6) is implicit in yk which is the only unknown if computation

proceeds downstream and marches forward in time. Unless 0 = 1.0 (explicit

scheme), eqn. (3.6) must be solved iteratively for yfc. Eqn. (3.6) lends

itself to a Newton-Raphson solution in which:

yi+1 = y1 - f(yi)/f (y1) (3.7)

where y represents an estimate of yu in the i iteration, and y1 is

the improved value of y,, to be used in the next (i+1) iteration.
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is evaluated using eqn. (3.6), and f'(y ) is obtained by differen-

tiating eqn. (3.6) with respect to the unknown yu:

f'tyj = -(1-8) - (At/Ax)(l-*)amy,m'1 (3.8)

Eqns. (3.6) to (3.8) constitute a finite difference formulation of the

kinematic equations based on the Preissmann box (fig. 3.2), and will be

referred to in this study as the "Preissmann formulation" or the

"Generalised Standard formulation" because this is the most common ap-

proach.

3.3.2. Numerical stability

The Preissmann formulation can be used for a generalised study of numer-

ical stability in finite difference formulations of the kinematic

equations. There are two criteria for numerical stability which will be

discussed in turn.

(i) Grid spacing criterion

Implicit solutions to the full hydrodynamic equations (i.e. <p = 0.5 or

less) are generally favoured over explicit solutions ($ = 1.0) because

of greater numerical stability. The same is true for the kinematic

equations. An explicit scheme goes unstable at low values of grid spacing

(grid spacing being the ratio Ax/At). This is illustrated in fig. 3.3

after Constantinides (1982) showing a critical value of Ax/At below which

the scheme goes unstable. This critical grid spacing is given by the

Courant criterion after Courant et al (1928) which states that:

(Ax/At)crit = c (3.9)

where c is the celerity. Defining the Courant number as c/(Ax/At), eqn.

(3.9) is equivalent to the Courant number equal to unity. Eqn. (3.9)

holds for explicit schemes, i.e. those based on <£ = 1.0, but for lower

values of 0 the critical grid spacing is relaxed, until for some value

of <p, (Ax/At) . = 0, i.e. unconditional numerical stability. The var-
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iation of critical grid spacing with 0 is illustrated below using numer-

ical experiments.

Consider a rectangular plane sloping in its longitudinal direction with

a slope of s0, subject to a steady uniform excess rain (i ) of 50 mm/h

(fig. 3.4). The plane is 100 m long by 20 m wide and is divided into

increments Ax in the x-direction for modelling one-dimensional overland

flow. The initial condition is a dry plane at time t = 0 (i.e. y = 0 , q

= 0 for all x), the upstream boundary condition is y = 0, q = 0 at x = 0

for all t, and the downstream boundary condition is uniform flow at x =

L. After 10 minutes the rain is stopped and i is set equal to zero.

The Standard formulation of the kinematic equations (eqns. (3.6) to (3.8))

was used to generate runoff hydrographs for this problem, using a bed

slope s, of 0.1 and a Manning's roughness coefficient of 0.01. The per-

tinent parameters are summarised in table 3.1. Three values of 0 were

considered: 0, 0.5 and 1.0. For each value of 0, hydrographs were gen-

erated using various values of Ax/At obtained by holding Ax constant and

varying At. 8 was held constant at 0.5, except for the 0 = 1.0 case in

which 8 was set equal to 0. (It will be seen in the following section

that this is a necessary secondary condition for stability.) The Ax and

At values that were used are shown in table 3.2. The grid spacing is

expressed in a dimensionless form as (Ax/At)/c where c is the peak

celerity at equilibrium. (Ax/At)/c is equivalent to the inverse of the

Courant number and hence the notation 1/Cr will be used for convenience.

The runoff hydrographs are shown in figs. 3.5, 3.6 and 3.7 in which the

numerical instability is seen as oscillations. For 0 = 0 (fig. 3.5) there

is no instability, irrespective of Ax/At, only a change in shape of the

hydrograph as grid spacing varies (this influence of grid spacing on

hydrograph shape will be examined later on). The opposite extreme occurs

when 0 = 1.0, large oscillations being evident in fig. 3.7. In this

figure it can be seen that instability sets in at 1/Cr around unity, which

accords with the Courant criterion (eqn. (3.9)), and oscillations in-

crease in severity the further the solution lies in the unstable zone.
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solution is
uns table

solution is
stable

Accuracy of solution is affect'
ed by numerical diffusion

For fixed (Ax/At), accuracy in-
creases for smaller Ax and At

(Ax/At)
c r i t

Ax/At

Figure 3.3: Accuracy and stability of a numerical scheme for the

kinematic equations (after Constantinides, 1982).

Figure 3.4: Overland flow plane.

Fig. 3.6 shows considerably smaller oscillations for the 0 = 0.5 case than

for $ = 1.0. Clearly the critical grid spacing lies at 1/Cr < 1.0, i.e.

a lower grid spacing than that predicted by the Courant criterion. This

was further investigated over a range of slopes and hydraulic roughnesses,

and the results are shown in fig. 3.8. The Muskingum-Cunge formulation

(to be described later) was used because parasitic waves in the Standard

formulation were found to obscure the results. In fig. 3.8, stable and

unstable solutions are represented by solid and open points respectively,
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Table 3.1: Overland flow parameters used in numerical

stability study.

Parameter Value

plane length L 100 m

plane width W 20 m

slope s0 0.10

Manning's n 0.01

rainfall i 50 mm/h
e

storm duration 10 rains

Table 3.2: Grid spacings used in numerical stability study.

1/Cr

0.35

0.50

0.60

0.80

1.24

indicating that for 0 = 0.5 and 9 = 0.5 the critical grid spacing lies

at 1/Cr = 0.5, i.e. half that predicted by the Courant criterion. It was

found that using 8 less than 0.5 with $ = 0.5 seemed to reduce the critical

grid spacing further, presumably because a lower 8 suppresses oscil-

lations .

These results confirm that as 0 decreases from 1.0 to zero, the grid

spacing criterion for numerical stability is relaxed and the instability

problem decreases in severity. This is in agreement with the results of

Brakensiek (1967). It now remains to ascertain the value of <f> at which

(Ax/At) . equals zero.

(m)

10

10

10

10

10

At (sees)

30

20

17.5

13

8.5
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Figure 3.8: Stable and unstable numerical solutions for 0 = 0.5.

Theoretically, unconditional numerical stability should be possible with

schemes based on 0 = 0.5, provided 8 is not greater than 0.5 (Ponce, Chen

and Simons, 1979; and Lynn and Goodwin, 1987). Such stability analyses

are based on a Fourier series of a linearised form of the problem. How-

ever, numerical solutions of the hydrodynamic equations and of the

kinematic equations have shown that instability is possible at low grid

spacings for 0 = 0.5 or smaller, and only 0 = 0 will ensure unconditional

stability (Brakensiek, 1967 and Kolovopoulos, 1988). This has been con-

firmed by the writer's experience. The work of Brakensiek (1967) in nu-

merical flood routing with the kinematic equations indicates that as 0

decreases from 1.0 to 0, the criteria for numerical stability are relaxed.

This was confirmed by Kolovopoulos (1988) who showed that instability can

occur in a numerical solution of the hydrodynamic equations when 9 = 0.5

and 0 lies between zero and 0.5. 0-values in the region of 0.34 to 0.40

had to be used in many flood routing problems, and he demonstrated that

0 = 0 results in the most stable scheme.

Clearly only 0•= 0 is unconditionally stable. This is an important con-

sideration when setting up and using finite difference schemes, and will

be used later in this work when developing finite difference schemes for

various hydrological processes.



(ii) yon Neumann criterion

The ^-dependent grid spacing criterion described above is a necessary but

not a sufficient condition for numerical stability (Grijsen, 1986). A

second condition relates to the allowable value of 9 for a given value

of 0. It is given by the von Neumann criterion (Lyn and Goodwin, 1987)

obtained from a Fourier analysis, which can be expressed as:

6 < i - Cr(0-i) (3.10)

This relationship is shown in fig. 3.9 for three values of 0. 6 is plotted

here as a function of 1/Cr so that grid spacing variations can be easily

visualised. The inequality relationship in eqn. (3.10) is indicated by

shading in fig. 3.9 such that a solution is unstable for a given grid

spacing if 9 lies in the shaded zone.

The grid spacing criterion places a lower limit on Ax/At for a scheme with

a given value of 0, and the von Neumann criterion places an upper limit

on the value of 9 for a given 0 and a particular Cr. This Cr is a function

of the local value of the celerity, which changes throughout a numerical

solution as the flow conditions change. Both the grid spacing and von

Neumann criteria must be satisfied for a solution to be stable.

3.3.3. Numerical diffusion analysis

An error analysis of a finite difference scheme can be carried out using

a Taylor series expansion of the difference equation. Such analyses have

been carried out by Cunge (1969) and Ponce, Chen and Simons (1979) on a

Preissmann-type scheme. Expanding eqn. (3.4) around the point

(x-Ax,t-At) with a Taylor series, the approximation error R is obtained

as i

R = |[(9-|) + Cr(0-i)]||32Q/3x2JAx + ... (terms in Ax2

and higher orders) (3.11)

If the first term in eqn. (3.11) is zero, then R is a function of terms

in Ax2 and smaller and the scheme is of second order accuracy. For the

first term to be zero we require
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Figure 3.9: The von Neumann

criterion for numerical

stability, illustrated for

0-values of 0, 0.5 and 1.0.

(9-i) + Cr(0-i) = 0. (3.12)

Solving for 8 gives

6 = 1 - Cr(0-i), (3.13)

This analysis shows that for a scheme based on a Preissmann box to acquire

second order accuracy, 8 must vary in accordance with eqn. (3.13). Note

that this equation is the same as the upper bound to 8 given by the von

Neumann criterion for numerical stability (eqn. 3.10), obtained by a

Fourier stability analysis.

Eqn. (3.13) is plotted in fig. 3.10 for various values of <f>, observing

the limits (+1,-1) on 8. It can now be seen that a difference scheme with

a given value of 0 should satisfy three criteria, two for stability and

one for accuracy:

1.

2.

3.

For stability, Ax/At must be greater than the critical grid spacing

(which is c0 for 0 = 0, 0.5 and 1.0).

For stability, 8 must lie below the relevant curve in fig. 3.10.

For accuracy, 8 should lie close to the relevant curve in fig. 3.10.
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8

Figure 3.10: Relationship for 9 given by eqn. (3.13).

Consider now a scheme using a constant 8, satisfying conditions (1) and

(2) above but not necessarily condition (3). We shall apply the numerical

scheme set forth in eqns. (3.6) to (3.8) to the overland flow plane

problem defined in section 3.3.2 and fig. 3.4. As before the plane has

length L = 100 m and width W = 20 m and is subject to an excess rain of

50 mm/h. It was found that the behaviour of the numerical scheme was the

same over a range of slopes s0 and Manning's coefficients and so the re-

sults presented below are presented as dimensionless hydrographs with the

time dimension expressed at t/t, (where t, is storm duration), and the

ordinate as q/i L where i L is the peak (equilibrium) runoff. As in the

numerical stability study, three values of 0 will be considered: 0, 0.5

and 1.0.

(i) Implicit scheme, <fi = 0

Using eqns. (3.6) to (3.8) with 0 = 0 gives a fully implicit scheme. From

fig. 3.9 it is clear that if a constant 8 is used, this 8 must not be

greater than 0.5 for the scheme to satisfy the von Neumann stability
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criterion over a wide range of grid spacings. 6-values of 0.5 and 0 are

considered here.

Fig. 3.11 shows runoff hydrographs generated using 8 fixed at 0.5 with

Ax equal to the plane length (Ax/L = 1). Hydrographs are shown that were

generated using different values of Ax/At, obtained by keeping Ax constant

and changing At in order to eliminate the effect on accuracy of changing

Ax, and to isolate the effect of grid spacing on numerical diffusion, as

illustrated qualitatively in fig. 3.3. Grid spacing in fig. 3.11 is ex-

pressed in a dimensionless form as (Ax/At)/c where c is the peak

celerity at equilibrium.

The results in fig. 3.11 show that different values of Ax/At result in

different numerical solutions. This phenomenon will be referred to as

numerical diffusion dependent on grid spacing, and can be explained with

reference to fig. 3.10. For solutions using a low grid spacing (1/Cr

close to 1.0), the correct value of 6 given by the 0 = 0 curve in fig.

3.10 is considerably larger than the chosen value of 8 = 0.5 used here.

Hence the error (eqn. (3.11)) is large, evident as high numerical dif-

fusion or an over-attenuated hydrograph. As higher values of Ax/At are

used, the 8-curve in fig. 3.10 approaches the chosen 8-value of 0.5 and

the amount of numerical diffusion in the generated hydrographs decreases,

so that they converge on the true solution. Obviously such uncontrolled

numerical diffusion is undesirable in a numerical scheme.

Fig. 3.12 shows results using 0 = 0 and 8 = 0. The same numerical dif-

fusion is apparent. It can be seen from figs. 3.11 and 3.12 and from the

above discussion that for a constant-8 scheme with 0 = 0 , accuracy of the

numerical solution improves as grid spacing is increased.

(ii) Central spatial derivative, 0 = 0.5.

Using eqns. (3.6) - (3.8) with 0 = 0.5 gives a scheme with a centred

spatial derivative. Observing the von Neumann stability criterion,

8-values of 0.5, 0.25, and 0 were used with various Ax's, and sample re-

sults are shown in fig. 3.13 for 8 = 0.5 with Ax/L =1.0. In this figure

the hydrographs generated using different grid spacings all coincide on
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Figure 3.11: Runoff hydrographs for 0 = 0, 8 = 0.5.

\
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Figure 3.12: Runoff hydrographs for 0 = 0 , 8 = 0 .

the same curve. Thus there is an absence of the grid spacing dependant

numerical diffusion that was observed for 0 = 0. This can again be ex-

plained in the light of fig. 3.10, in which for 0 = 0.5, 8 is shown con-

stant at 0.5 for all grid spacings. 0 = 0.5 is the only case for which

8 should be constant.
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Figure 3.13: Runoff hydrographs for 0 = 0.5, 8 = 0.5.
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Figure 3.14: Numerical solutions for 0 = 0.5 showing the effect of

8 on attenuation.

An absence of grid spacing dependant numerical diffusion does not neces-

sarily imply an absence of numerical diffusion altogether. Because 8 =

0.5 is the correct choice when <t> = 0.5 according to fig. 3.10, any value

of 9 less than 0.5 will result in a certain amount of numerical diffusion

being introduced into the solution. This numerical diffusion will be



invariant with grid spacing as discussed above and illustrated in fig.

3.13, but will depend on the value of 8.

The effect of 8 on the numerical solution is illustrated in fig. 3.14

where runoff hydrographs generated using 3 values of 8 are shown. Ac-

cording to eqn. (3.13), 8 = 0.5 allows no numerical diffusion, but as 8

is decreased, numerical diffusion is introduced into the solution in in-

creasing amounts, attenuating the hydrograph. This is an important re-

sult which will be used later for modelling attenuation by adjusting 8

to control the numerical diffusion. In their review of flood routing

methods, Weinmann and Laurenson (1979) discussed the effect of 8 = 0.5

and 8 = O o n a 0 = O.5 scheme. They stated that 8 = 0.5 (central dif-

ference) models a true kinematic wave, i.e. pure translation and no at-

tenuation, and they described 8 = 0 as "reservoir-type action" in which

large numerical diffusion results in significant attenuation of an inflow

hydrograph.

(Hi) Explicit scheme, <f> = 1.0

An explicit formation is obtained by using eqns. (3.6) to (3.8) with 0 =

1.0. To satisfy the von Neumann criterion, only 8 = 0 can be used in a

constant-8 scheme. Fig. 3.15 shows grid spacing dependent numerical

diffusion for this solution. For 0 = 0 , the numerical diffusion was seen

in fig. 3.11 to decrease with increasing grid spacing; here the reverse

occurs, fig. 3.15 showing numerical diffusion to increase as progres-

sively larger grid spacings are used, seen as an increase in hydrograph

subsidence at Ax/At increases. The reason is because the correct value

for 8 corresponding to the 0 = 1.0 curve in fig. 3.10, diverges from the

constant 8 = 0 as grid spacing increases. Thus a 0 = 1.0, 8= 0 formation

will only be accurate at low grid spacings (1/Cr close to 1.0).

(iv) Scheme with variable 8

The effect of varying 8 in accordance with fig. 3.10 and eqn. (3.13) is

now demonstrated. For a given value of 0, 6 depends on Ax, At and

celerity. Ax and At are fixed for a particular simulation, but the

celerity constantly changes at each point on the overland flow plane and
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Figure 3.15: Runoff hydrographs for 0 = 1.0, 8 = 0.
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Figure 3.16: Results of variable-8 formulation with 0 = 0

for a range of grid spacings.

at each time increment. Therefore 6 should change for each computational

cell. In a numerical solution, 8 can be calculated for each computational

cell using eqn. (3.13) with the celerity evaluated as the arithmetic av-

erage of the celerities at the four corners of the computational cell

(grid points 1, 2, 3 and 4 in fig. 3.2).

48



Using this approach, numerical solutions with a varying 8 were generated

for various values of 0 and Ax, and representative results for <j> = 0 and

Ax/L = 1 are shown in fig. 3.16. The curves for different Ax/At all co-

incide, showing that the use of a varying 8 in accordance with fig. 3.10

eliminates grid spacing dependent numerical diffusion. The accuracy of

the numerical solution is thus independent of grid spacing. This con-

stitutes a true kinematic solution (i.e. non-diffusive).

(v) Parasitic waves and effect of Ax-

To complete this evaluation of the Preissmann-based formulation, effects

of parasite waves and of the value of Ax will be considered.

The magnitudes of Ax and At determine the resolution of a numerical

scheme, and a converging finite difference scheme converges on the true

solution as Ax and At are decreased. The magnitude of At is not critical

provided enough time increments are allowed for the shape of the rising

hydrograph limb to be adequately represented - generally at least 4 to 5

points to the peak. Ax can however affect the solution noticeably as

illustrated in fig. 3.17 which shows changes in hydrograph shape with

decreasing Ax. This has relevance to hydrological modelling because it

relates to the level of catchment discretization and its effect on accu-

racy. For a converging scheme the solution should be more accurate for

smaller Ax (as indicated in fig. 3.3), and this will be illustrated in

section 3.6 where numerical solutions are compared with measured runoff

data.

Apart from affecting the hydrograph shape, the value of Ax/L has other

implications in the scheme presently being studied. It was found during

numerical experiments that the use of more than 2 Ax-increments on the

overland flow plane resulted in uneven water surface profiles and waviness

on the rising limb of the runoff hydrograph. This is illustrated by the

curve for Ax/L = i (four Ax-increments) in fig. 3.17(a), which is re-

produced in fig. 3.18 for clarity. This phenomenon appears to be a

weakness inherent in this type of formulation, and is caused by the term

6(yi " y9) in eqn. (3.6), which is negative if the water level is rising.
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It was found that small values of 8 dampen out the wavelets, as can be

seen by the smooth hydrographs in fig. 3.17(b) for 8 = 0 .

(vi) Summary

The hydrographs in this section (figs. 3.11 - 3.18) reflect typical

behaviour of the Preissmann-based formulation for particular conditions.

A comprehensive range of tests was conducted including Ax/L = 1, ̂  and £

for each value of 8 and <p, and only sample results have been shown here

in order to avoid repetition. The results of the larger data set and the

findings discussed in this section are summarised in table 3.3.

3.3.4. Finite difference schemes in the literature

Finite difference schemes for the kinematic equations reported in the

literature generally follow the approach of a constant 8, possibly the

only exception being the Muskingum-Cunge scheme (which will be dealt with

later in this chapter). Many finite difference schemes reported in the

literature can be evaluated in the light of the numerical diffusion and

stability analysis presented above, and 3 examples are cited below.

(i) Overland routing in SWMM

The overland routing algorithm in the well-known Storm Water Management

Model (SWMM, described by Huber et al, 1982) is equivalent to a Preissmann

scheme with 0 = 0.5 and 8 = 0. From the present discussions the following

predictions can be made for this scheme:

o The von Neumann criterion for numerical stability is satisfied by

using 8 = 0 . However, the grid spacing criterion will dictate lower

limits on Ax and upper limits- on. At for numerical stability, imposing

constraints on the user of the model.

o Because 0 = 0.5 requires a constant-8 formulation, runoff predictions

will be invariant with grid spacing, so that the choice of Ax/At will

not affect the solution. The developers of SWMM probably chose this

formulation with this advantage in mind.
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Table 3.3: Summary of studies on Standard formulation.

, Q parasitic waves present .. . . , .r,
0 0 r r Numerical diffusion

Ax/L=l Ax/L=l Ax/L=i

0 0.5 no no yes Numerical diffusion is present as a

function of grid spacing. Accuracy

0 0 no no no improves as grid spacing increases.

0.5 0.5 no no yes No numerical diffusion.

0.5 0.25 no no no Numerical diffusion is present, but

is invariant with grid spacing.

0.5 0 no no no Numerical diffusion is present

("reservoir action"), but is invar-

iant with grid spacing.

1.0 0 no no no Numerical diffusion is present as a

function of grid spacing. Accuracy

decreases as grid spacing increases.

0 variable no no yes .. , j-.ce • u
No numerical diffusion in the

solution.
1 variable no no no

o The low value of 8 will result in large numerical diffusion with a

well-attenuated runoff hydrograph, corresponding to the "reservoir

action" described by Weinmann and Laurenson (1979). Therefore the

runoff component of SWMM is not a true kinematic solution but should

exhibit somewhat dampened peaks.

(ii) Explicit overland formulation in KINE2

For an explicit scheme (0 = 1.0), only a backward difference (6 = 0) can

be used in a constant-8 scheme because of the von Neumann criterion.



Constantinides (1982) used an explicit backward difference for overland

routing in the two-dimensional runoff model KINE2, and the various

behavioural patterns that he reported for this scheme all agree with and

can be explained by the present study. He found it to be unstable for

1/Cr < 1.0, which accords with the grid spacing stability criterion

(section 3.3.2). He also found that accuracy declined with increasing

grid spacing, and that optimum accuracy was obtained at 1/Cr close to 1.0.

This is explained by the 0 = 1 curve in fig. 3.10, where 8 increases above

zero with increasing grid spacing, resulting in a loss of accuracy if 6

= 0 is used at large grid spacings. Optimum accuracy is obtained close

to where the curve intersects the line 9 = 0 , which is at 1/Cr = 1.0.

{Hi) Channel flood routing of Huang {1978)

The third example is the finite difference kinematic formulation of Huang

(1978) for channel routing, based on <p = 0 and 9 = 0. Huang reported

unconditional stability which accords with the observations in section

3.3.2 (critical grid spacing is zero when 0 = 0 ) . From fig. 3.10 we can

predict a grid spacing dependent solution as a result of using .8 = 0.

Huang (1978) noted that small time increments (i.e. large Ax/At) were

required to maintain accuracy. This is explained by the 0 = 0 curve in

fig. 3.10 where it can be seen that 8 = 0 is a better approximation for

large grid spacings than for small.
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3.4. MUSKINGUM-CUNGE FORMULATION

The second type of finite difference scheme to be studied is the

Muskingum-Cunge approach. The traditional Muskingum-Cunge equations are

presented below as a finite difference formulation of the continuity

equation based on <f> = 0.5, and then re-derived using 0 = 0. Algorithms

are presented for overland flow and finally the performance of the various

Muskingum-Cunge derivatives is discussed.

3.4.1. The Muskingum-Cunge equations

Weinmann and Laurenson (1979) derived the Muskingum-Cunge equations from

a Preissmann expression of the continuity equation. Eqn. (3.1) can be

written as

3Q 3A

_ + _ = q± (3.14)

3x 3t

where q. is lateral inflow per unit length in the flow direction
2 -1[L T ], Q is flow rate and A is cross-sectional flow area. Eqn. (3.14)

is equivalent to

3Q dA 3Q

_ + = qi. (3.15)

3x dQ 3t

Wave celerity is defined (Henderson, 1966) by

c = dQ/dA (3.16)

and hence eqn. (3.15) can be written

3Q 1 3Q

_ + = q± (3.17)

3x c 3t

which as a Preissmann finite difference scheme is

(l-9)(Qfc-Q3)
= q i

Ax c At
awhere 8 and 0 are the weighting coefficients defined previously (fig.

3.2), and subscripts 1 to 4 correspond to the corners of a computational

cell as shown in fig. 3.2. c is the average celerity in a computational

cell.
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Setting <p = 0.5 in eqn. (3.18) and solving for Qu gives the Muskingum

routing equation:

Q* = ciQt + C2Q2 + C3Q3 + Coq.Ax (3.19)

with the routing coefficients defined by

2At
Cfl = (3.20a)

At + 2K(1 - 9)

At + 2K9
C, = (3.20b)

At + 2K(1 - 9)

At - 2KB
C2 = (3.20c)

At + 2K(1 - 9)

2K(1 -8) - At
C3 = (3.20d)

At + 2K(1 - 8)

The sum of Cj, C2 and C3 is always unity. K is the travel constant, ap-

proximately equal to the travel time of a flood wave through a distance

Ax, and is given by

K = Ax/c . (3.21)
a

Eqns. (3.19) to (3.21) are identical to the well-known Muskingum river

routing equations (documented by Chow, 1964 and Henderson, 1966). In

classical Muskingum routing, eqns. (3.19) to (3.21) are derived from a

linear storage relationship, and K and 8 are constants which may be de-

termined for a particular reach by calibration using measured inflow and

outflow flood hydrographs.

Cunge (1969) showed that the Muskingum equations constitute a finite

difference formulation of the kinematic equations (as in the above deri-

vation), and this is the basis for their use in the present study. Cunge



(1969) showed that this approach approximates diffusion routing if 8 is

calculated for each computational cell using

8 = i(l - Q/BcAxsf). (3.22)

Eqns. (3.19) to (3.22) constitute Muskingum-Cunge routing. The deriva-

tion above shows that the difference between this and the Standard for-

mulation (section 3.3) is in the use of the celerity in eqn. (3.18),

allowing the continuity equation to be solved explicitly for the unknown

Qfc. Q,, Q2 and Q3 are known in each computational cell if computation

proceeds downstream.

A brief outline follows of the development of Muskingum-Cunge routing

since Cunge's (1969) refinement.

Ponce and Yevjevich (1978) showed that K and 8 can be allowed to vary in

time and space in a simulation, evaluating the "variable parameter"

Muskingum-Cunge method by using it to route a sinusoidal hydrograph down

a channel with good results. Ponce (1979) showed that lateral inflow

along the length of a reach can be accounted for (i.e. the term Coq.Ax

in eqn. (3.19)). Ponce and Theurer (1982) analysed accuracy criteria for

the Muskingum-Cunge formulation, and Hjelmfelt (1985) examined the gen-

eration of negative flows in Muskingum-Cunge routing. Ponce (1986) was

the first to apply Muskingum-Cunge routing to overland flow. He also

discussed how the Muskingum-Cunge approach models the attenuation of a

flood wave by means of the variable 8.

The use of approximate methods for flood routing can be valuable because

of the ease of solution of the equations. An example of the application

of Muskingum-Cunge routing in a hydrological model is given by Price

(1978) who used a variable-parameter Muskingum-Cunge approach for channel

routing in a catchment model, and reported good predictions of flood peaks

and of hydrograph shapes.

None of the work summarised above deviates from the 0 = 0.5 based routing

coefficients (eqns. (3.20)). From the derivation of these equations

outlined above it is evident that Muskingum-Cunge routing can be viewed
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as an approach to finite difference formulations of the kinematic

equations. Any value of 0 could be inserted in eqn. (3.18) provided an

appropriate choice is made for 9. Because of the numerical stability

limitations associated with using 0 > 0.5, only 0 = 0 will be considered

here.

3.4.2. 0 = 0 Muskingum-Cunge formulation

Using 0 = 0 has distinct advantages in terms of unconditional numerical

stability. A Muskingum-Cunge formulation based on 0 = 0 is obtained by

solving eqn. (3.18) for Qk with 0 set to zero. This yields the same

routing eqn. (3.19) but different coefficients as follows:

At
CB = (3.23a)

At + K(l - 9)

K9
(3.23b)

At + K(l - 9)

At + K(l - 9)

- 9)

At + K(l - 9)

At - K9
C2 = (3.23c)

(3.23d)

K is defined as before. These coefficients are similar to the original

coefficients but a comparison shows that there are significant differ-

ences .

The expression for 9 must now be re-evaluated. Using the Taylor series

analysis described previously for the Standard formulation, 9 would be

defined by eqn. (3.13) and fig. 3.10, eliminating numerical diffusion and

ensuring that accuracy does not change with grid spacing. This would be

a perfectly acceptable solution, comparable to the variable-9 formulation

dealt with in the previous section. However, the Muskingum-Cunge approach

takes this one step further. Instead of equating the first term of the
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error eqn. (3.11) to zero, it is equated with the diffusion term in the

diffusion equation, which for a rectangular channel is

-Q 32Q

2Bcsf 3x
2

in which s is the energy slope and B is the breadth. Equating gives

[(6 - i) + Cr(* - i)]Ax = -Q/2Bcsf

and solving for 6 gives

9 = *[1 - 2Cr(* - i) - Q/BAxcsf]. (3.24)

Putting 0 = 0.5 in eqn. (3.24) results in the conventional expression for

9 in Muskingum-Cunge routing (eqn. (3.22)). The terms i[l - 2Cr($ - i)]

eliminate grid spacing dependant numerical diffusion (equivalent to eqn.

(3.13)) and the term -Q/2BAxcsf refines the solution by matching numerical

diffusion to the physical attenuation (Ponce, 1986). This allows for the

modelling of attenuation in channel routing applications. Although not

as important in overland routing, this term will be retained here as a

refinement of a purely kinematic approach. Setting 0 = 0 in eqn. (3.24)

and using terms appropriate to overland routing, the expression for 9

becomes

9 = Hi + Cr - q/Axcs0). (3.25)

3.4.3. Algorithms for Muskingum-Cunge formulation

Before applying the Muskingum-Cunge approach to the overland flow plane

problem, algorithms will be developed employing iterative and non-

iterative solutions methods.

q and c must be assessed as average values for a computational cell,a a
Ponce and Yevjevich (1978) evaluated 3 means of determining c and q :

a a

1. A 2-point average of the values at grid points 1 and 3 (referring to

fig. 3.2 for definition of grid points).

58



2. A 3-point average of the values at grid points 1, 2 and 3.

3. A 4-point average of the values at grid points 1, 2, 3 and 4.

The first two methods result in non-iterative formulations and the third

method in an implicit formulation, since conditions are unknown at grid

point 4 and known at points 1 to 3 as computation proceeds from one com-

putational cell to the next in a downstream direction. Ponce and

Yevjevich (1978) found methods (2) and (3) to be preferable to method (1),

and there to be little difference between the results obtained using the

3- and 4-point methods. The 3-point and 4-point methods were adopted

here.

For the 3-point (non-iterative) algorithm, the arithmetic averages can

be expressed as follows, with subscripts 1, 2 and 3 referring to condi-

tions at grid points 1, 2 and 3 respectively in the computational cell

(fig. 3.2):

qa = Kqi + q2 + 2q3) (3.26)

c = i(cx + c2 + 2c3) (3.27)

A weighted average in favour of grid point 3 compensates for the missing

flow and celerity at point 4. q. in eqn. (3.26) (i = 1, 2, 3) is simply

the flow per unit width:

q± = Q./W. (3.28)

The celerity c. in eqn. (3.27) is evaluated by differentiating the

rating relationship eqn.(3.3):

c± = dqi/dyi = omy^"
1.

Substituting eqn. (3.29) into eqn. (3.27) yields

c = iomCy,""1 + y^" 1 +
d

Similarly eqn. (3.26) becomes

c± = dqi/dyi = omy^"
1. (3.29)

. (3.29)

c = iomCy,""1 + y^" 1 + 2y 3
m" 1). (3.30)

d

a ). (3.31)

The flow depths y,, y2 and y3 can be evaluated from the known flows Q M

Q2 and Q3 using the rating relationship eqn. (3.3) in the form:

YL = (q^o)
17"1 = iQ±/Va)

1/m. (i = 1, 2, 3) (3.32)

The 4-point iterative algorithm follows the same approach but with q and

c defined as

qa = i(qi + q2 + q3 + q») (3.33)

and c = i(c, + c2 + c3 + qk). (3.34)
d.
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Define flows Q,, Q2 and Q3

for computational cell

Obtain flow depths yt, y2, and y3 from

L = (Q./Wo)
1/m (i = 1, 2, 3)

Calculate average celerity and flow from
, , m-1 . m-1 , o m-1.

c = *am(yr + y2 + 2y3 )
a

q. = Kyi + y2 + 2y3 )

Use

e =

c

*[

and q to

K =

1 - 2Cr(* -

where Cr =

calculate K

Ax/c

*) - qa/Cc

c /(Ax/At)

and

aAxsa

8:

)]

Compute routing coefficients Co to C3 from

eqns. (3.20) for 0 = 0.5 or eqns. (3.23) for <t> - 0,

Calculate flow from routing equation

Q* = C,Q, + C2Q2 + C3Q3 + CoieAA

I
increment distance x

x = L

increment time t

Figure 3.19: Algorithm for non-iterative Muskingum-Cunge formulation.
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Define flows Q,, Q2 and Q3

for computational cell.

Assume initial estimate of Qh

Obtain flow depths y,, y2, and y3 from

V± = (C^/Wo)
17" (i = 1, 2, 3)

Calculate yk from Qfc: y* = (Qh/Wo)
1/m

Calculate average celerity and flow from
J_
 m " l _L o m - 1 .+ y2 + 2y3 )c = iam(y,

a
D3 , CD , - ID.
i + y2 + 2y3 )

Use c.

e = i

and q to
i a

K =

1 - 2Cr(0

where Cr

calculate K

Ax/ca

- i) - qa/(c
= c /(Ax/At)

and 6:

aAxsB)]

Compute routing coefficients Co to C3 from

eqns. (3.20) for <fi = 0.5 or eqns. (3.23) for 0 = 0 .

Calculate flow from routing equation

Q* = CjQx + C2Q2 + C3Q3 + CoieAA

iterate until convergence

increment distance x

x = L

increment time t

Figure 3.20: Algorithm for iterative Muskingum-Cunge formulation.

61



Eqns. (3.30) and (3.31) therefore become

i r m-1 , m~l , m~l , m-l. ,_ __.
c = iam(yt + y2 + y3 + yh ) (3.35)
a

and qfl = My,"" + y2
m + y3

m + yu
m) (3.36)

The computational algorithms are shown in figs. 3.19 and 3.20 for the

non-iterative and iterative solutions respectively. Computation proceeds

downstream and marches forward in time.

For the overland flow plane problem y{ and y3 are zero at the start of a

simulation because the plain is initially dry. In addition y, and y2 are

always zero at x = 0. Therefore to avoid computational problems, the

non-iterative solution uses the iterative algorithm for the first time

step.

For overland routing the lateral inflow term in eqn. (3.19) becomes

Coi AA where AA is the plan area WAx (fig. 3.4).

3.4.4. Results of numerical experiments

Four different Muskingum-Cunge formulations were tested on the overland

flow plane problem: the 0 = 0.5 and 0 = 0 formulations presented above,

each with an iterative and a non-iterative algorithm. It was found that

the 0 = 0 and 0 = 0.5 solutions yielded the same numerical results, with

the 0 = 0 solution carrying the advantage of unconditional stability.

The iterative algorithm did not show any noticeable improvement over the

non-iterative one. The results were all virtually the same, and

hydrographs generated using the 0 = 0 , non-iterative algorithm are shown

in fig. 3.21 for three levels of spatial discretization. The curves for

different grid spacings are seen here to coincide, and the parasitic waves

are not present in this formulation.
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Figure 3.21: Hydrographs generated using the Muskingum-Cunge formulation

with 0 = 0 and the non-iterative algorithm.
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Figure 3.22: 6-relationship of eqn. (3.13) shown as solid curves, with

8-values generated by eqn. (3.24) superimposed as discrete points.

Before closing the Muskingum-Cunge finite difference study an observation

will be made regarding the necessity of the last term in eqn. (3.24) in

overland routing applications. Fig. 3.22 shows values of 8 generated by

eqn. (3.24) in modelling planes of various slopes and roughnesses. The

plotted values of 8 hardly deviate from the curves given by eqn. (3.13),

indicating that a kinematic wave is generally satisfactory for overland

flow. Only for rough surfaces with gentle slopes does attenuation start

becoming important and under these circumstances the Muskingum-Cunge ap-

proach of eqn. (3.24) provides a refinement.
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3.5. WEIGHTED BACKWARD DIFFERENCE

The third type of formulation to be studied will be referred to as the

Weighted Backward Difference formulation. It can be argued that a finite

difference scheme propagating information in the direction of flow should

be used for the kinematic equations, because of the single, forward

characteristic that is implied by the kinematic characteristic equations

(Constantinides, 1982). Such a finite difference scheme does not fit into

either of the previous categories because it breaks away from the

Preissmann "box".

t

-r- t

L.
(W)AI TAX

I-AX
AX

Figure 3.23: Computational cell defining weighting coefficient Z for

the Weighted Backward Difference.

Fig. 3.23 illustrates the means of determining the temporal derivative

(3y/3x) in the continuity equation using a forward characteristic. Flow

depth at point 4 is obtained from the flow depth at point A such that the

slope of line AB is the same as the slope of the characteristic. Taking

the flow depth at A as a weighted average of depths at points 1 and 3 with

Z as the weighting coefficient, line AB will match the characteristic if

Z is given by
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c

Z = = Cr. (3.37)

Ax/At

Using this approach for the temporal derivative and the conventional

treatment of the spatial derivative, the finite difference formulation

is given by

= i (3.38)

Ax At

Note that point 2 in the computational cell does not appear in the ex-

pression for the temporal derivative. Solving for yu gives

yk = i At + yy, + (l-y)y, - [*(q,-q,)+(l-0)(q*-q2)]At/Ax (3.39)

which is solved by Newton Raphson as described previously for the Standard

formulation. This scheme will be evaluated in the next section using

measured runoff data.
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3.6. EVALUATION OF FINITE DIFFERENCE FORMULATIONS USING

MEASURED RUNOFF DATA

The accuracy of the 3 basic approaches to finite difference formulations

for the kinematic equations is now evaluated using measured overland flow

data. The recorded runoff hydrograph of Morgali (1970) is used, for a

turf plane 22 m long subject to a uniform simulated rain for 28 minutes.

The pertinent parameters are listed in table 3.4.

Table 3.4: Data of Morgali (1970).

Parameter Value

length L 21.95 m

slope s0 0.01

Manning's n 0.39

rainfall i 96.8 mm/h
6

rainfall duration 28 mins

In preceding sections the effects of varying Ax/At for a constant Ax have

been studied in order to isolate the influence of grid spacing on numer-

ical diffusion from the effect of Ax on accuracy. For application to

hydrological modelling it is of interest to see the effect of various

levels of catchment discretization on accuracy, which corresponds to Ax/L

in the present routing, exercise. A modeller needs to know how finely a

hillslope should be discretized in order to ensure accurate and realistic

results. Consequently the results presented below were obtained by

keeping At fixed (at 84 seconds) and varying Ax.

Standard formulation

The Standard formulation was applied to the above problem with 0 set at

zero and using a variable 6 for optimum accuracy. The results obtained

using various values of Ax are shown in fig. 3.24 together with the data

of Morgali (1970). It can be seen that the value of Ax chosen for a

simulation effects the hydrograph shape although the peak at equilibrium

remains the same. The numerical solution approaches the measured data
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points as Ax is decreased, which is consistent with a converging formu-

lation- Using more than 2 Ax's results in the parasitic waves identified

previously. Using 1 or 2 Ax's gives a smooth solution but at the expense

of accuracy, resulting in over-predicted runoffs on the rising hydrograph

limb.

20 30 40
T i ma Cmi nutas)

Figure 3.24: Standard formulation with 0 = 0 and variable 6 compared

with the data of Morgali (1970).

tluskingum-Cunge formulation

Fig. 3.25 shows the results obtained using the Muskingum-Cunge formu-

lation with the data points of Morgali (1970) superimposed. The non-

iterative formulation with coefficients based on 0 = 0 was used here, with

Ax = 1.37m (Ax/L = 1/16). The good fit with the measured hydrograph shows

that Muskingum-Cunge routing can produce accurate results. The slight

over-prediction on the falling limb and at the base of the rising limb

of the hydrograph is because of lamina effects. According to Morgali

(1970) lamina flow occurs in these regions whereas the resistance equation
5/3

q = oy models turbulent flow.

The effect of Ax on the solution is shown in fig. 3.26. In the Standard

formulation (fig. 3.24) the solution approached the rising limb of the

hydrograph from the left; the Muskingum-Cunge formulation is seen here

to approach it from below, converging on the true solution as Ax de-

creases. At least 4 Ax's are required for an accurate solution.
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Figure 3.25: Muskingum-Cunge formulation with Ax = 1.37 m compared with

the runoff data of Morgali (1970).
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Figure 3.26: Effect of spatial resolution on Muskingum-Cunge formulation.

Weighted backward difference

This formulation was found to converge on a solution that greatly under-

predicts the runoffs. This is illustrated in fig. 3.27 using 0 = 0 , where

the predicted equilibrium runoff is about half the true runoff. This is

consistent with the findings of Constantinides (1982) who observed the

same behaviour with an explicit (0 = 1.0) formulation. This property of

the scheme renders it unsuitable for modelling purposes.
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Figure 3.27: Weighted Backward Difference with <f> = 0,

Table 3.5: Summary of finite difference studies.

Formulation Convergence Parasitic waves Numerical diffusion (N.D.)

Standard

formulation

converges as

Ax decreases

present for

Ax/L < i
Uncontrolled N.D. is present

except for 9 = # = 0.5.

Standard converges as

formulation, Ax decreases

variable 8

present for

Ax/L < $
No N.D., i.e. true

kinematic solution.

Muskingum-

Cunge

converges as

Ax decreases

not present Controlled N.D. used to

model attenuation.

Weighted

backward

difference

non-

convergent

not present Uncontrolled N.D. renders

the solution invalid.
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3.7. SUMMARY AND CONCLUSIONS

The generalised treatment presented in this chapter for finite difference

modelling of the kinematic equations is intended to enhance current

understanding of this subject, with conclusions that have specific rele-

vance to the development of the hydrological simulation model in the

present study.

The two necessary criteria for numerical stability were identified,

namely a grid-spacing criterion and the von Neumann criterion. The latter

limits the upper-value of 9, depending on the grid spacing, the celerity

and the value of 0. It is illustrated in fig. 3.9.

The grid-spacing criterion corresponds to the Courant criterion for ex-

plicit schemes (0 = 1.0) but the critical grid spacing was shown to de-

crease as 0 decreases. An argument was presented showing that only when

0 = 0 is a formulation unconditionally stable. Consideration will be

given extensively to this factor throughout this work when developing

finite difference schemes for various hydrological processes. A variable

time increment is used in this model because of the advantages in terms

of computing economy. Therefore to ensure numerical stability over a wide

range of time increments, finite difference schemes for overland, chan-

nel, reservoir and soil moisture routing will all be based on 0 = 0.

The diagram for 9 was introduced showing curves for 9 as a function of

grid spacing for various values of 0 (fig. 3.10). It was shown that a

scheme based on the Preissmann box should use a 9 that varies in accord-

ance with this diagram, since this eliminates uncontrolled numerical

diffusion. Schemes reported in the literature are generally based on a

constant 9. In the light of fig. 3.10, a scheme can be evaluated and its

accuracy and behaviour at various grid spacings can be predicted, as il-

lustrated in section 3.3.4.

Three approaches to finite difference formulations were studied, namely

the Standard formulation, the Muskingum-Cunge formulation and a Weighted

Backward Difference, and the findings are summarised in table 3.5. The

Muskingum-Cunge approach was found to be the most acceptable. The weak-
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ness of the Standard formulation is the generation of parasitic waves,

affecting the water surface profile and the hydrograph shape, and the

Weighted Backward scheme severely under-predicts runoff. The Muskingum-

Cunge scheme is convergent, is not susceptible to parasitic waves, and

has the additional advantage of an explicit formulation being possible

for any Q-value, with savings in computation time. For these reasons the

Muskingum-Cunge approach was adopted for both overland and channel rout-

ing in the simulation model as will be discussed further in the relevant

chapters.

Some runoff models (such as SWMM, Huber et al, 1982) base computations

on the assumption that Ax equals the "overland flow length", i.e. Ax/L =

1. The results of the study in section 3.6 show that this yields inac-

curate runoff predictions, and that a hillslope should be divided into a

number of elements Ax for modelling purposes. This supports the division

of subcatchments into smaller elements as done in the element approach

to catchment discretization in the present work.



Chapter 4: OVERLAND ROUTING COMPONENT

The overland routing component of the hydrological simulation model is

for routing surface runoff that results from excess rain. In this chapter

a brief overview is given of common approaches to overland flow routing,

followed by discussions on the suitability of the kinematic equations and

of Manning's equation to overland flow. The Muskingum-Cunge algorithm

used in the model is then described, and finally a means of accounting

for the effect of rilling and channelisation on runoff is presented.

4 .1 . APPROACHES TO OVERLAND ROUTING

Techniques for overland flow computations in hydrological models consist

mainly of isochronal methods and physically-based kinematic and diffusion

methods.

Isochronal techniques include the rational method, unit hydrographs,

linear reservoirs and time-area routing. They are generally suited to

manual flood computations, but have been used extensively in computer

simulation models. Many of the early hydrological models were merely

computer codings of manual computation techniques in use at the time.

Isochronal "coefficient" methods for predicting peak storm water runoffs

were the first attempts at storm water calculations. The most well-known

of these is the rational method (Kuichling, 1889) in which all losses are

lumped into the rational coefficient.

The unit hydrograph was reported by Sherman (1932). It is based on the

assumption that for a given duration of rain and a constant land use, the

same unit response will result for a given catchment. Nash (1957) de-

veloped the linear reservoir concept in which a catchment flow system is

conceptualised as a series of linear storage elements.
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Time-area routing makes use of isochrones to subdivide a catchment into

zones with the same travel time to the outlet. The runoff from each zone

is routed to the outlet using discrete time increments.

Isochronal techniques have been successfully used in hydrological models,

for example unit hydrographs in CELMOD (Diskin, 1984) and time-area

routing in ILLUDAS (Terstriep and Stall, 1974). However, in the 1970's

there was a trend towards physically-based kinematic routing, which has

since gained general acceptance among hydrologists as a runoff computa-

tion tool (Hromadka et al, 1987; Ponce, 1986). It involves a finite

difference solution of the kinematic equations as described in chapter

3. Meadows (1984) compared kinematic and isochronal methods and concluded

that models using kinematic theory for overland routing are among the most

reliable. Authors such as Green (1984) and Stephenson and Meadows (1986)

believed kinematic routing to be superior to isochronal techniques be-

cause of its physical basis.

Kinematic routing has several distinct advantages over isochronal meth-

ods. The latter are all based on assumptions of linearity, whereas

kinematic routing accounts for the non-linearity of runoff by using a flow

resistance equation to relate flow rate to flow depth. Kinematic routing

can also cater easily for spatial variations in catchment character-

istics, and both spatial and temporal variations in rainfall intensity.

Cascading planes can be modelled easily. One of the greatest advantages

of kinematic routing is that the parameters have a physical interpretation

because of the physical basis of the approach.

A few recent physically-based models have used a diffusion routing algo-

rithm for overland flow, for example the SHE model (Abbot et al, 1986 b).

Hromadka et al (1987) compared kinematic and diffusion routing for over-

land flow predictions, and found them to produce almost identical results

except at very gentle slopes (less than about 0.2 to 0.4%) where diffusion

affects are important. Both kinematic and diffusion routing are

physically-based, and for the present simulation model to be comparable

with the state of the art physically-based models, a finite difference

formulation of a suitable approximation to the hydrodynamic equations



must be used. In this study the kinematic approximation is used with a

refinement for diffusion.

4.2. SUITABILITY OF THE KINEMATIC EQUATIONS FOR OVERLAND

FLOW

Kinematic theory was introduced by Lighthill and Whitham (1955) and was

used by Henderson and Wooding (1964) to study the runoff hydrograph re-

sulting from excess rain on a sloping plane. Woolhiser and Ligget (1967)

investigated the conditions under which the kinematic approximation holds

for overland flow. Analytical solutions to the equations have been ob-

tained for planes of various geometries and specific rainfall patterns

(for example Hjelmfelt, 1981). Constantinides (1982) outlines the de-

velopment of models using numerical solutions to the kinematic equations.

A consideration of the momentum equation is useful for defining various

levels of approximation of flow routing methodologies:

(4.1)
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Henderson (1966) showed that the last two terms (acceleration terms) are

generally an order of magnitude smaller than 3y/3x. Stephenson and

Meadows (1986) demonstrated by manipulating the terms in eqn. (4.1) that

the acceleration terms are often either insignificant or cancel one an-'

other out. Neglecting them results in the diffusion approximation in

which the term 3y/3x accounts for changes in the water profile. In the

kinematic approximation-, the diffusion term is omitted as well, giving

the simplified equation s - s0. Dynamic flood routing models include

all the terms. In overland flow the term 3y/3x is generally at least an

order of magnitude smaller than the ground slope s0 (Stephenson, 1981)

and the kinematic approximation is valid. In a catchment the depth of

overland flow might typically vary by a few millimetres over a length of
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100 m, whereas the elevation can vary by a meter or more over the same

length.

The validity of the kinematic approximation for overland flow was examined

by Woolhiser and Ligget (1967) who developed a dimensionless kinematic

flow number:

s0L
k = (4.2)

y0Fr0

where sB and L are the slope and length of a uniform rectangular plane

subject to steady rainfall, y0 is the flow depth at the downstream end

of the plane at equilibrium, and Fr0 is the corresponding Froude number.

A k-value approaching infinity corresponds to the analytical solution of

the kinematic equations being an exact solution. Woolhiser and Ligget

(1967) found that for k > 10 the kinematic equations provide a good ap-

proximation to the full hydrodynamic equations. Morris and Woolhiser

(1980) extended this to kFr0
2 > 0.5. Table 4.1 shows values of k and

kFr0
2 for a plane of length 100 m with excess rain 50 mm/h, for ranges

of slope s0 and roughness (Manning's n) typically encountered in overland

flow applications. Clearly both conditions are easily fulfilled, sup-

porting the validity of the kinematic equations for overland routing.

Table 4.1: Values of k and kFr0
2 for a range of ground slopes

and roughness applicable to overland flow.

slope

0.01

0.10

So

(1%)

(10%)

Manning's n

0.10

0.40

0.70

0.10

0.40

0.70

1

10

20

- 4

25

49

k

900

000

000

800

100

200

kFr0
2

52

23

16

1034

450

320

Qualitatively, the kinematic equations approximate the flow well at large

values of the kinematic number (eqn. 4.2) which correspond to steep bed
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slopes (s0) and small flow depths (yo)> both of which are true for over-

land flow. The same conclusions can be made from criteria developed by

Ponce et al (1978) for the selection of kinematic and diffusion models.

Ross et al (1979) gives an extensive list of investigators who have ver-

ified the applicability of the kinematic approximation for overland flow.

Ponce (1986) commented on the common use of the kinematic equations for

simulation of overland flow, pointing out that they generally lead to

physically realistic solutions without the computational complexities of

full dynamic formulations.

Fig. 3.22 in chapter 3 illustrates that for most overland flow situations,

physical diffusion is negligible, and it only becomes important for gently

sloping, very rough surfaces. The weighting coefficient 9 in the

Muskingum-Cunge finite difference formulation of the kinematic equations

can be adjusted by eqn. 3.25 to cater for such diffusive properties,

constituting a refinement of kinematic routing.

4.3. SUITABILITY OF MANNING'S EQUATION FOR OVERLAND FLOW

Physically-based diffusion or kinematic routing of overland flow neces-

sitates the use of a friction equation together with the continuity

equation. There are various factors that complicate overland flow, such

as raindrop impact, laminar and turbulent flow regimes, spacing of

roughness elements, and the effect of rainfall intensity on the roughness

coefficient. Chen (1976) presents a comprehensive review of these aspects

of overland flow. The simple single-coefficient equations such as those

of Manning and Chezy were originally developed for channel flow and need

critical appraisal for application to overland routing.

Many researchers have developed complex models and relationships for

overland flow, such as Kouwen and Li (1980) who tried to model physical

characteristics of the stiffness and spacing of individual vegetation

elements, and Rovey et al (1977) who used a two-stage friction law for

overland flow that switches from laminar to turbulent flow. Chen (1976)

considered the effect of raindrop impact on the roughness coefficient.
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Most researchers agree that laminar, turbulent and transitional flow re-

gimes are encountered in overland flow (Engman, 1986). Generally flow

changes from laminar to turbulent and back to laminar through the rise

and recession of a hydrograph. However, Overton (1971) points out that

the critical Reynold's number between laminar and turbulent flow is dif-

ficult to assess, and the situation is made more complex by the fact that

the transition from laminar to turbulent flow varies both in time and

space on an overland flow plane. Such considerations discourage the use

of complex models for overland flow routing.

Research has shown that although the friction factor varies at the low

Reynolds numbers encountered in overland flow, friction equations with a

constant roughness coefficient (such as Manning's 'n' and Chezy's 'C')

representing average conditions over the rise and fall of a hydrograph,

are adequate for practical applications. Podmore and Huggins (1980) at-

tempted to describe surface roughness by means of a description of

micro-topography, using spectral analysis, amplitude separation tech-

niques and area/wetted-perimeter methods. The resulting models were

complex and Podmore and Huggins (1980) concluded that the results from

the complex models were not much better than single parameter models

(Manning and Chezy) for modelling field situations. Foster et al (1968)

found that a constant roughness coefficient gives results that are equally

as good as a variable coefficient accounting for the effects of changing

flow regimes. Engman (1986) concluded that the simple one-parameter

models such as Manning and Chezy using a constant roughness coefficient

appear to work well in field situations.

The present study therefore uses Manning's equation without any special

modifications, with the roughness coefficient user-specified according

to land use. Engman (1986) observed that the roughness coefficient is

actually an effective coefficient that includes the effects of raindrop

impact, flow channelisation, frictional drag over the surface, erosion

and transportation of sediment, and obstacles such as litter, crop ridges,

rocks and tillage roughness. A comprehensive set of Manning's n values

reported in the literature for various natural and agricultural surfaces

is presented in Appendix A.
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4.4. ALGORITHM FOR OVERLAND ROUTING

Chapter 3 presented an in-depth study into finite difference schemes for

the kinematic equations, using overland flow problems to illustrate the

properties of different numerical schemes. Of the schemes studied it was

found that the Muskingum-Cunge scheme was preferable to the Standard

formulation and the Weighted Backward difference for the following rea-

sons :

1. The Muskingum-Cunge formulation is not prone to the parasitic waves

inherent in the Standard formulation.

2. The Muskingum-Cunge formulation converges on the true solution as Ax

is decreased, whereas the Weighted Backward difference is non-

convergent .

3. An explicit (non-iterative) algorithm is possible with the

Muskingum-Cunge approach, greatly reducing computation time.

Consequently the Muskingum-Cunge algorithm based on # = 0 described in

section 3.4 was adopted for the overland routing component of the model.

It was found in chapter 3 to under-predict peak runoffs if only one or

two Ax-increments were used to model a plane, but this does not pose a

problem in the present application since each hillslope is divided into

a number of elements as shown in fig. 4.1. For each element, Ax is the

average length of the overland flow path perpendicular to the

topographical contours, and the width W is the average element width.

In the simulation program this information is obtained from the digitised

topographical input data.

The 0 = 0 algorithm was found to be necessary to prevent numerical in-

stability when using the small Ax's shown in fig. 4.1. The Muskingum-

Cunge algorithm was-found to be computationally fast and provides a

kinematic solution with a refinement for diffusive properties of the flow,

namely the term -q/Axcs0 in the expression for 8, which matches numerical

diffusion to physical diffusion. This is not true diffusion routing be-

cause a single-valued rating relationship is used, but according to the

discussion in section 4.2 above, it is adequate for overland flow compu-

tations .
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Figure 4.1: Subdivision of a hillslope into elements for defining

Ax and W in overland flow.

Muskingum-Cunge routing has a well-known tendency to generate negative

flows during low-flow conditions at the base of a hydrograph (Weinraann

and Laurenson, 1979; Hjelmfelt, 1985). A check was incorporated into the

program coding to prevent this occurrence without loss of accuracy. It

was found that setting Qk equal to Coi WAx on the generation of negative

flows, was preferable to setting Q,, = 0, the former resulting in more

realistic hydrograph shapes.

In the program coding, interception and infiltration losses are ab-

stracted as follows before calling the overland routing subprogram:

net rain (i ) = gross rain - interception loss

excess rain (i ) = net rain - infiltration losse

Interception loss is described in chapter 7. Ponding in surface de-

pressions on the ground can be catered for by incorporating the ponding

depth into the foliage interception capacity. Infiltration losses are
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computed using Green and Ampt infiltration which is described in chapter

6 on subsurface processes.

4.5. RILL STUDY

4.5.1. Channelisation of overland flow

An assumption implicit in kinematic or diffusion routing of overland flow

is that surface runoff occurs in a thin sheet of water such that the flow

depth in a lateral cross-section is uniform over the width of the flow

plane. However in reality such a sheet of water rarely occurs because

surface runoff generally collects in rivulets or rills. Cook (1946) de-

scribed the sequence of events that occur during overland flow, which may

be summarised as follows:

(1) A thin layer of water forms on the surface and downs lope surface flow

is initiated.

(2) The flowing water collects in surface depressions.

(3) When full, these depressions begin to overflow.

(4) The overland flow enters micro-channels, which combine to form rills,

which in turn combine to form rivulets, which discharge into major

drainage channels.

(5) Along each collecting micro-channel, lateral inflow from the land

surface takes place.

Surface runoff thus has a micro-channel flow component and can be

conceptualised as a combination of sheetwash and channel flow (Foster,

1982). Some kind of adjustment should therefore be made to the overland

routing component of a simulation model if the presence of rills is to

be taken into consideration.

The small channels in which overland flow concentrates are generally re-

ferred to as rills and gullies, rills being somewhat smaller than gullies.

Foster (1982) gives a distinguishing criterion which states that a rill

becomes a gully if its depth exceeds 300 mm.

Conditions favouring the formation of rills and gullies include agricul-

tural practises such as tillage, concentration of runoff from a field by
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topography, the presence of foot-paths and cattle-tracks, erodable soils,

and poor vegetation cover. Rills are typically studied in the context

of erosion and sedimentation models rather than in runoff quantity models.

The present study, however, focuses on the influence of rills on generated

runoff hydrographs. The following discussion relies on a visual assess-

ment by the modeller of the extent of rilling in a study-area, not on

dynamic modelling of the erosion and sedimentation processes affecting

the occurrence and size of rills. The discussion is also applicable on

a larger scale to lumped subcatchments drained by a number of streams but

represented by a single segment for computing economy.

4.5.2. Accounting for channelisation by width-adjustment

One way of artificially altering runoff hydrographs is by adjusting the

width of the overland flow plane. If a reduced width is used in the

overland routing equations to relate total discharge to unit-width dis-

charge, and the true width is used for computing incident rainfall

(i WAx), then the water levels will be increased. These increased flow

depths result in less attenuation and hence a reduced time to equilibrium.

In this way a width-adjustment can be used to alter the shape of a runoff

hydrograph.

Such an approach was used here to account for the effect of channelisation

on overland flow. Let the width-factor k be defined as the ratio of the

adjusted width of an overland flow element to its physical width. The

modified overland flow depth resulting from the width-adjustment can be

viewed as an equivalent depth giving the same runoff as the combination

of the overland and rill flows on the rilled surface. The width-factor

k was incorporated as an input parameter in the simulation program. The

actual ground surface areas are used in the program to compute rainfall

input and infiltration loss, but the adjusted width of each element is

used in the overland routing equations, replacing the width W in equation

(3.32) with kW.

The user-specified values of the width-factor k must be judiciously chosen

according to the degree^ of rilling on a rilled surface. Guidelines for

choosing appropriate values of k were developed experimentally by study-
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ing two cases, namely parallel and branched rills as illustrated in fig.

4.2. These two land segments were finely discretized and the overland

and channel flows resulting from incident rainfall were modelled by the

simulation program. Runoff hydrographs obtained in this way were compared

with the hydrographs obtained assuming a simple overland flow plane with

no rills or channels, and k-values were chosen for the latter by trial

such that the generated hydrographs matched. In all the experiments a

constant excess rainfall intensity of 50 mm/h was used, and the results

checked at higher intensities to verify their consistency. The results

of parallel and branched rill studies are presented separately below.

4.5.3. Parallel rills

The land segment shown in fig. 4.2(a) was used with the length L set at

100 m, the rill spacing W set at 60 m, and the rill width w variable.

The factors affecting the width-ratio k are the rill or channel dimensions

and the hydraulic roughness of the rill relative to that of the overland

flow. k-values were therefore determined for a range of values of the

ratio w/W, and for different ratios of Manning's n in the channel to

Manning's n for overland flow (n /n ). The results are presented in fig.

4.3.

The curve for n /n =1.0 shows increasing k-values as the ratio w/W in-
CO

creases. As w/W approaches 1.0 the k value approaches unity, implying

no width modification if the rill occupies the full width of the land

segment, in which case pure overland flow occurs with no channelisation.

The k-values in fig. 4.3 generally reflect a very good fit between the

runoff hydrographs generated using rigorous modelling of the rilled sur-

face, and those generated using pure overland flow with a width adjust-

ment. For very smooth rills (n /n around 0.05) the fit was not as good

but still acceptable.

The use of the dimensionless parameter w/W means that fig. 4.3 can be used

for any size of subcatchment to obtain a value of the width-factor k.

For small subcatchments the user of the model needs to assess the average

rill size (w) and spacing (W), and select a k-value according to the hy-
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(a) Parallel rills

(b) Branched rills

Figure 4.2: Channelisation patterns used in rill study.
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Figure 4.3: Width-factors for parallel r i l l s .
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draulic roughness of the rills relative to the overland (interrill)

roughness. (The Manning's coefficient for interrill conditions (n )

corresponds to the model input parameter for overland flow.) For larger

subcatchments, w and W become the average stream width and spacing re-

spectively.

4.5.4. Branched rills

The branched rill problem is more complex to analyse than parallel rills

because of the large number of possibilities with regard to subcatchment

shape and the configuration of the rill network. Since an exhaustive

study of different shapes and configurations would be beyond the scope

of this study, a representative case as shown in fig. 4.2(b) was used to

develop the guidelines for width-factors in branched rill or channel

systems. A land segment of width 10 m (W) and area 100 m2 was used, with

the channel widths increasing from w/2 in their upper reaches to w at the

outfall. The value of w was varied from 100 mm to 1 m and the roughness

ratio n /n was varied from 0.10 to 1.50. The k-factors found by this

procedure were scaled up to obtain the results shown in table 4.2. The

validity of these results was checked at larger catchment scales and at

higher rainfall intensities. Since width W is dependant on the shape of

a watershed, the subcatchment area is included in the first column of the

table as an indication of the scale. For a given problem the appropriate

size category is selected and then a k-value chosen according to pre-

vailing rill or stream conditions, interpolating between the values

listed in the table if necessary. Hydrograph fits were generally excel-

lent except for those otherwise indicated with an asterisk.

For both the parallel and branched rill cases it was found that hydrograph

shape is not sensitive to small changes in the k-value, and a 10 - 15%

uncertainty in the estimation of k is acceptable.
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Table 4.2: Width-factors for branched channel configuration.

Subcatch size Channel type and size

category

n(channel)/n(overland)

0.10 0.50 1.0 1.5

Width 10m,

area 100m2

Width 100m,

area 10000m2

(lha)

Width lkm,

area lkm2

Width 10km,

area 100 km2

Width 50km,

area 5000km2

Small

Large

rills, 100 - 150 mm wide

rills, 300 - 500 mm wide

Gullies 800 - 1000 mm wide

Small

Large

deep rills, 100-150mm wide

rills, 300-500mm wide

Gullies, lm wide

Streamlets, 5m wide

Large

Deeply

streams, 10m wide

incised streamlets,

lm wide

Streams 5m wide

Large

Small

Large

Large

streams 10m wide

rivers 20m wide

rivers 60m wide

rivers 100m wide

Deep streams 10m wide

Small

Large

Large

Rivers

Rivers

rivers 20m wide

rivers 60m wide

rivers 100m wide

60m wide

100m wide

0.11

0.13

0.19

0.27*

0.14

0.10

0.15

0.20

0.30*

0.12

0.10

0.11

0.16

0.20

0.30*

0.22*

0.11

0.10

0.30*

0.22

0.42

0.46

0.66

0.60*

0.43

0.50

0.70

0.58*

0.43

0.40

0.54

0.70

0.53*

0.43

0.95

0.92

1.26

1.00*

0.97

1.35

1.00*

0.85

1.03

1.35

1.00*

1

1

1

1

1

2

.40

.45

.90

.40**

.50

.00

1.40**

1.40

1.60

2.00

1.40**

* Hydrograph fit is acceptable but not exact.

** Recommended k-value, but fit is poor.

Note: Channel sizes refer to primary and secondary rills or streams.

87



4.6. SUMMARY

The overland routing component of the simulation model comprises a non-

iterative Muskingum-Cunge finite difference algorithm together with the

width-adjustment for rilling and channelisation. Features unique to this

study are the width-adjustment procedure and the use of Muskingum-Cunge

routing coefficients based on the weighting coefficient 0 = 0 . The latter

is important for ensuring numerical stability over a range of time in-

crements, and because of the small values of the length increment Ax re-

sulting from subdividing subcatchments into elements. These small Ax's

would result in numerical instability if a numerical scheme with <f> greater

than zero was used. The algorithm was found in the present application

to constitute a computationally fast approach predicting physically re-

alistic flows.
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Chapter 5: CHANNEL AND RESERVOIR ROUTING

Flood routing is the process whereby the spatial and temporal variations

of a flood wave are predicted as it travels down the stream network of a

catchment. Any ponds, lakes or man-made reservoirs occurring in the

channel network must be included in the routing process. Channel routing

is a major component of the present hydrological simulation model since

the channels collect all the surface runoff and convey it to the catchment

outlet. Reservoir routing* through small dams and ponds is included in

the model as illustrated in fig. 5.1, which shows a channel system with

reservoirs located at some of the nodes.

Channel routing methods are briefly reviewed below and the Muskingum-

Cunge routing method developed for the simulation program is described.

An algorithm for reservoir routing is then presented.

nodes separating
channel reaches

nodal
inflow

channel inflow
to reservoir

PONO

Ax for
channel

routing

la tera l ' T f A
inflow ' I T

One-dimensional
channel flow

hydrograph
Q . ct catchment

outlet

Figure 5.1: Branched stream network of a catchment illustrating flow

routing through a system of channels and reservoirs.
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5.1. REVIEW OF CHANNEL ROUTING METHODS

Channel routing methods may be categorised as hydraulic or hydrologic.

Hydraulic methods attempt to model the actual physical processes with the

continuity and momentum equations, while hydrologic models are based on

continuity with some means of relating storage to discharge. Channel

routing methods used in a number of watershed models are listed in table

5.1.

A well-known hydrologic river routing method is Muskingum routing (Chow,

1964) in which the routing equation is derived from a linear relationship

between flow and storage, and the travel time and attenuation parameter

are obtained by calibration on observed flood hydrographs. Other

hydrologic methods include the Variable Storage Coefficient method, the

Modified Puls and the Working R and D methods, which are described by

Viessman et al (1977). Keefer and McQuivey (1974) compared a number of

convolution models, which are simple routing models derived assuming

time-averaged values of celerity and dispersion during a flood event.

The time shift technique (Constantinldes, 1983) lags a hydrograph down a

conduit without attenuation using a representative flow velocity to de-

termine the lag time. Varients exist such as the Progressive and Suc-

cessive Average Lag methods used in HEC-1 (U.S. Army Corps of Engineers,

1973) in which subsets of consecutive inflow rates are averaged before

lagging.

Hydraulic routing models employ dynamic, diffusion and kinematic methods,

which have been compared by Kolovopoulos (1988). Dynamic models utilising

all the terms in the momentum equation are the most rigorous channel

routing methods. The momentum and continuity equations are solved si-

multaneously for flow depth or discharge using explicit or implicit finite

difference formulations on a rectangular x-t grid or a characteristic

grid. A friction equation such as that of Manning or Chezy relates energy

slope to the flow rate and the channel characteristics. tfeinmann and

Laurenson (1979) point out that the complexity of a full dynamic solution

does not necessarily guarantee accurate modelling, because it is still

subject to the validity of the assumptions made in the derivation of the
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Table 5.1: Channel routing methods used in some watershed models.

Model Reference Channel routing method

Stanford Water-

shed Model

TR-20

HEC-1

USGS

HYMO

Hydrocomp

SWMM

VSAS2

WITWAT

SHE

WITSKM

Crawford & Lmsley (1966)

SCS (1972)

US Army Corps of Engineers

(1973)

Carrigan (1973)

Williams & Hann (1973)

Crawford et al (1976)

Huber et al (1982)

Bernier (1985)

Green (1984)

Abbot et al (1986b)

Stephenson (1989a)

hydraulic storage coefficient

method

convex method

Muskingum, time shift and

storage coefficient methods

time shift

variable storage coefficient

kinematic method

kinematic method

time shift

time shift and kinematic

diffusion wave method

kinematic method

Saint-Venant equations, and irregularities in natural channels have to,

be catered for empirically in the roughness coefficient. Dynamic models

place large demands on computer resources as well as on the quantity and

quality of input data, prompting modellers to seek approximate hydraulic

models based on diffusion and kinematic approximations to the momentum

equation (eqn. 4.1).

Models based on the diffusion approximation generally either solve a

non-linear system of equations using the same numerical methods as used

for a complete dynamic model, or utilise an equation of the convective

diffusion type as follows:

3Q 3Q 32Q
+ c - D = cq, (5.1)

3t 3x 3x5

c is the wave celerity, q. is the lateral inflow rate, D is the diffusion

coefficient, and Q, x and t are flow rate, distance and time respectively.

Eqn. 5.1 is obtained by combining the continuity equation and the dif-

fusion approximation of the momentum equation. It is referred to as a
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diffusion analogy because it is of the same form as that describing

convective diffusion of a pollutant. If the coefficients are fitted to

observed hydrographs then the diffusion coefficient can account for ef-

fects of channel irregularities and flood plain storage. The diffusion

term D(32Q/3x2) is responsible for the attenuation of a flood wave

(Henderson, 1966) and allows for a looped rating curve.

Kinematic models employ the simplest approximation to the momentum

equation, equating the energy slope to the bed slope and omitting all

smaller order terms. This implies the use of a single-valued rating re-

lationship. Kinematic models therefore allow for a shift in time and a

change in shape of an inflow hydrograph, but not attenuation (although

random attenuation may be introduced by uncontrolled numerical diffusion

as discussed in chapter 3). The term kinematic is used because the models

are based on concepts of water movement as embodied in the continuity

equation, but neglect consideration of the forces causing the movement,

which are embodied in the momentum equation. Although kinematic routing

does not account for attenuation, its popular use in watershed models can

probably be ascribed to the relative simplicity and physical basis of the

approach as well as the rise in popularity of the kinematic equations for

overland routing.

Muskingum-Cunge routing was shown by Weinmann and Laurenson (1979) to be

a general approach encompassing a number of approximate hydraulic models,

and was. recommended as one of the best approximate methods short of using

a full dynamic solution. Although derived from the kinematic equations,

Muskingum-Cunge routing is more general than a kinematic model because

attenuation is accounted for through the numerical methods used. As such

it constitutes a second order approximation to the diffusion analogy

(Cunge, 1969) and can even be upgraded to a diffusion wave model by em-

ploying a looped rating relationship.

Weinmann and Laurenson (1979) studied the relative magnitude of the terms

in the momentum equation and showed that a diffusion wave approximation

is sufficient for a wide range of channel flow applications. This is

because the acceleration terms are typically small in magnitude and tend
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to cancel each other out, as illustrated in table 5.2. These observations

were verified by Henderson (1966) in an analytical study of the equation.

While a kinematic wave model may be satisfactory for overland flow (as

argued in section 4.2 of chapter 4), a diffusion model is more appropriate

for channel routing where more gentle slopes are encountered and atten-

uation effects can be significant. Clearly a diffusion model which caters

for attenuation would be preferable to a kinematic model while avoiding

the rigour and complexity of a full dynamic solution.

The Muskingum-Cunge approach was chosen for the channel routing component

of the present simulation program. It lends itself to conduit routing

in a watershed model because, unlike the conventional diffusion model,

it does not require a downstream boundary condition. For this reason

Price (1978) used a Muskingum-Cunge approach in preference to a diffusion

model for flood routing in rivers, finding the Muskingum-Cunge method to

be computationally fast and to give good predictions of flood peak at-

tenuation and hydrograph shape. The Muskingum-Cunge algorithm developed

in the present study has the option of being used with either a single-

valued or a looped rating relationship. Development of the routing al-

gorithm is presented below.

5.2. MUSKINGUM-CUNGE CHANNEL ROUTING

5.2.1. Routing equations

The Muskingum-Cunge routing equations were derived in chapter 3 using a

Preissmann finite difference formulation of the continuity equation with

the spatial weighting coefficient $ set at 0 or 0.5 and the temporal

weighting coefficient 8 left variable. The scheme based on 0 = 0 is used

here because of its advantages in terms of numerical stability. The

routing equation is

Qfc = C ^ + C2Q2 + C3Qj + C0Q, (5.2)

and the routing coefficients Co to C3 are given by equations (3.23). Q.

is the total lateral inflow along the length Ax of a channel reach, and

93



Table 5.2: Comparison of terms in the momentum equation

(after Weinmann and Laurenson, 1979).

Terms Channel type 1 Channel type 2

bed slope 0.002 0.000 2

diffusion term -0.000 06 -0.000 17

local acceleration 0.000 025 0.000 014

convective acceleration -0.000 023 -0.000 013

* Computed for a point midway on the rising limb of a hydrograph

routed through a prismatic channel with a Manning's coefficient of

0.04 and a length of 40 km.

constitutes overland runoff and soil moisture seepage from adjacent land

segments as shown in fig. 5.1. Qj and Q2 are inflows at the upstream node

of each reach, and may come from an upstream channel, reservoir or seg-

ment. Computation proceeds downstream along the channel network at every

time increment such that Qfc is the only unknown in each reach and can be

calculated directly using eqn. (5.2).

For channel routing the expression for 6 is given by eqn. (3.24). With

0 = 0 this equation becomes:

8 = i[l + caAt/Ax - Qa/(BacaAxsf)] (5.3)

in which the subscript 'a' indicates average values for the computational

cell, and B is the surface width of the water. The other symbols are as

previously defined.

In seeking a suitable means of evaluating the average celerity c , two
a

methods were investigated, one explicit and the other implicit. In the

following discussion a single-valued rating relationship is assumed ini-

tially and provision for a looped rating curve is dealt with further on.
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5.2.2. Explicit algorithm

In outlining the explicit algorithm below, the channel sectional proper-

ties are first defined, an expression for evaluating the celerity is then

derived, and finally the computational procedure is presented.

For convenience of collecting and entering channel data and ease of com-

putation, the simulation model allows for the specification of channel

dimensions (width and bank slope) rather than a table relating flow area

to stage, which would require detailed surveying of channel cross-

sections. The algorithm is not limited to rectangular channels but allows

for trapezoidal cross-sections with sloping river banks. Manning's

equation is used with the sectional properties calculated as follows:

A = y(b + ky)

B = b + 2ky

P = b + 2y(k2 +

(5.4)

(5.5)

(5.6)

A, B and P are the flow cross-sectional area, surface width and wetted

perimeter respectively as indicated in fig. 5.2. y is flow depth, b is

the bottom channel width and k represents the bank slope (1 vertical to

k horizontal units).

r

Figure 5.2: Trapezoidal channel cross-section.

In the explicit algorithm, c in eqn. (5.3) is evaluated as an average
a

of the celerities at grid points 1, 2 and 3 in a computational cell (fig.
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3.2.)- Manning's equation is employed below to obtain an analytical re-

lationship with which the celerity at each grid point may be calculated.

Celerity is defined as dQ/dA which can be written using the chain rule

as

c = dQ/dA = (dQ/dy)(dy/dA). (5.7)

Manning's equation may be expressed as

Q = aAR111"1 (5.8)

where a = s0 /n, n is Manning's roughness coefficient, R is the hydraulic

radius equal to A/P, and m is a constant with a value of 5/3 for turbulent

flow. Differentiating (5.8) with respect to area A, combining with eqn.

(5.7) and using equations (5.4) to (5.6) gives an expression relating

celerity to channel and flow properties:

c = ^m - 2(m - l)R(k2 + l)^"1] . (5.9)

Eqn. (5.9) reduces to the equation for a wide channel or overland flow,

c = ctmy , if y is substituted for R, and B approaches infinity.

The derivation of eqn. (5.9) relies on a single-valued rating relationship

(eqn. (5.8)) and therefore neglects the effects of the term 3y/3x.

Koussis (1976) maintained that this is an acceptable approximation for

the computation of celerity since only the increments in Q and A are re-

quired, not the actual values.

In the explicit Muskingum-Cunge algorithm, c , Q and B are evaluated
& 3. &

as follows for use in eqn. (5.3):

cfl = i(cx + c2 + 2cj) (5.10)

Qa = i(Qi + Q2 + 2Q3) (5.11)

Ba = i(Bx + B2 + 2B3) (5.12)

where c^ c2 and c3 are calculated using eqn. (5.9).
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The computational procedure for each channel reach is as follows:

1. Lateral inflow Q. is defined from adjacent segments, and upstream

inflows Qi and Q2 are defined and used to calculate y, and y2 from a

rating relationship. Q3 and y3 are known from the previous time step.

2. Eqn. (5.5) is used to calculate B h B2 and B3.

3. c , Q and B are evaluated from eqns. (5.10) to (5.12) with eqn.
£ 1 3 . d

(5.9) to calculate the celerities.

4. 8 is evaluated using eqn. (5.3) with the bed slope in place of s_.

5. The routing coefficients are calculated from eqns. (3.21) and (3.23).

6. Qk is calculated using eqn. (5.2).

7. The corresponding flow depth yk is calculated by solving eqn. (5.8)

using a Newton-Raphson iterative procedure.

This constitutes an explicit algorithm in which Qfc can be solved for di-

rectly. Iterative solution is only required when conditions in a channel

are initially dry (Qj = Q3 = yt = y3 = 0), in which case the flow condi-

tions at grid point 4 are included in equations (5.10) to (5.12), and

steps 1 to 7 above are repeated a few times until the algorithm converges

on a value of Q4.

5.2.3. Implicit algorithm

Using finite differences to represent dQ/dA, an expression for the average

celerity in a computational cell c' can be defined as follows:

ca = iUAQ/AA)^^ + (AQ/AA)x]

= i[(Qa " Qi)/(A2 - A,) + (Qfc - Q,)/(Afc - A,)]. (5.13)

Since eqn. (5.13) includes the unknown flow Qfc, iteration is required to

solve the Muskingum-Cunge system of equations for Qu. In keeping with

an implicit solution, Q and B for use in eqn. (5.3) are now expressed
a a

as

Qfl = iCQi + Q2 + Q3 + Q*) (5.14)
a

Ba = KB, + B2 + B3 + B») (5.15)
a.
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The computational steps 3 to 7 outlined above are repeated in an iterative

loop until convergence is satisfied, using eqns. (5.13) to (5.15) in place

of eqns. (5.9) to (5.12).

5.2.4. Algorithm used in simulation program

It was found that the explicit and implicit algorithms gave virtually the

same results when applied to routing problems, although the computation

time was about 20% longer when using the implicit algorithm. This in-

creased to 45% when using the looped rating relationship described below.

Since there appears to be no advantage in using the implicit algorithm,

the explicit algorithm was adopted for use in the model.

5.2.5. Looped rating relationship

Only a single-valued rating relationship (eqn. (5.8)) has been considered

in the above discussions. A looped relationship provides greater accuracy

when modelling mildly sloping streams or slow flowing rivers. Weinmann '

and Laurenson (1979) and Koussis (1976) successfully used looped rating

relationships in conjunction with Muskingum-Cunge routing models.

Koussis (1976), Williams (1975) and Henderson (1966) describe looped

rating relationships for use with approximate hydraulic models. The

method presented below is based in part on the approach of Koussis (1976).

Combining the diffusion approximation of the momentum equation with Man-

ning's friction equation gives the expression

Q = n"1ARm"1(s0 - 3y/3x)*. (5.16)

Following the approach of Koussis (1976) the term 3y/3x can be written

as

3y 3y dt 1 3y
_ = = . (5.17)
3x 3t dx c 3t

Substituting eqn. (5.17) into eqn. (5.16) gives

Q = n^AR*"1 [s, + (l/c)(3y/3t)]*. (5.18)
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The celerity c in eqn. (5.18) is evaluated in the present study using a

finite difference form of dQ/dA, and eqn. (5.18) is solved in the form:

Q4 = n'^fcR*"
1"1 sf* (5.19)

where ,. .
(A A » - y,)

f = s0 +

(Q» " Qj)At

sf = s0 + . (5.20)

Subscripts 3 and 4 refer to corners of the computation cell as before.

Eqns. (5.19) and (5.20) are used to obtain the flow depth yk corresponding

to the flow Qk generated by the Muskingum-Cunge routing algorithm. Q3,

Qfc, A3 and y3 are known, and Au and Rfc are functions of the unknown y<,.

An iterative solution is therefore required, and a Newton-Raphson tech-

nique is used for rapid convergence. With this method the estimate of

yu in the i'th iteration is calculated from

y*1 = y*1"1 - f(y«,i"1)/fl(y«,i'1) (5.21)

in which yh is the value of yu in the previous (i-l)'th iteration, and

f(yj, ) and f'(yfc ) are the function and its derivative evaluated using

y* • f(y«) is given by eqn. (5.19) in the form

f(y*) = Qu " n'^R*"1'1 sf*. (5.22)

Differentiating (5.22) with respect to yu gives an expression for f'(yu):

f'(y*) = -B4n"
1Rfc

m"1[m - 2(m -

- ys)Bfc]
(5.23)

2ns f* At (Q» - Q,)

in which s. is given by eqn. (5.20). Eqns. (5.21) to (5.23) constitute

the looped rating relationship used with the Muskingum-Cunge algorithm.

Measures are taken in the coding to prevent instabilities near the tip

of a rating curve. The energy slope s for use in eqn. (5.3) can only

be evaluated once yu has been calculated using the rating relationship,

and so the Muskingum-Cunge algorithm is repeated once with this value of

sf so as to obtain an improved value of Q4.
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5.2.6. Application of channel routing algorithm

Performance of the Muskingum-Cunge algorithm presented above is illus-

trated using a channel routing exercise described by Viessman et al (1977)

and repeated by Kolovopoulos (1988). Both obtained the same results when

routing a triangular hydrograph down a 3.2 km channel reach using rigorous

numerical solutions of the hydrodynamic equations. The channel was rec-

tangular in cross-section with a width of 6.1 m, a slope of 0.0015 and a

Manning's roughness coefficient of 0.020. The Muskingum-Cunge explicit

algorithm described above was applied to the same routing exercise, using

the looped rating relationship to relate flow rates to flow depths. Three

different values of Ax and a 5-minute time increment were used. The

routed hydrograph is shown in fig. 5.3 along with the results of the

rigorous dynamic models. The peak flow is slightly over-estimated by the

Muskingum-Cunge model, which can probably be ascribed to the dynamic ef-

fects that are omitted from the Muskingum-Cunge solution. However the

hydrograph shape is well-predicted and the number of sub-reaches (Ax)

hardly affects the solution. The corresponding looped rating curves are

shown in fig. 5.4. The rating curve generated by the approximate model

deviates slightly from the rigorous solution but the general form is

maintained.

This comparison of the Muskingum-Cunge algorithm with a rigorous numer-

ical solution of considerably greater complexity indicates that the

Muskingum-Cunge formulation gives consistent results that approximate to

a dynamic solution. In a watershed modelling application, any errors

introduced by using an approximate hydraulic model such as the

Muskingum-Cunge approach are offset by uncertainties in estimating chan-

nel dimensions, slopes and roughnesses.

Although the use of 0 = 0 ensures no lower limit to grid spacing for nu-

merical stability, it was found that there is a constraint on the upper

limit. If grid spacing is too large then oscillations are introduced into

the routed hydrograph, which are related to the well-known tendency of

Muskingum routing to generate negative flows under certain conditions

(Hjelmfelt, 1985). It was found that problems occur at large values of
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Ax/At/c which correspond to long channel reaches at small time increments

and low celerity, i.e. primarily the base of the rising hydrograph limb.

It was found that with sensible choices of Ax and At according to the

catchment scale, instability was not encountered. However, this short-

coming should be addressed in future research.

5.3. RESERVOIR ROUTING

As with channel routing, reservoir routing methods may be classified as

hydraulic or hydrologic. Hydraulic methods involve a solution of the

Saint Venant equations or a suitable approximation, using reservoir

cross-sections and hydraulic flow resistance properties as input data.

Hydrologic methods such as the storage indication method are considerably

simpler, involving the solution of the continuity equation together with

the storage/head characteristics of the reservoir and the weir or spillway

outflow relationship.

Storage is the cause of attenuation in both channels and reservoirs.

Hydraulic methods are preferable for channel routing because of the in-

fluence of flow resistance on storage, but in reservoirs the downstream

control at the weir or outfall is the dominating control and hydrologic

routing methods may be used. The term "level pool" .routing is sometimes

used because of the assumption that storage from inflowing water is dis-

tributed uniformly over the surface area of the reservoir.

The algorithm presented below is based on the widely-used hydrologic

storage-indication method (Viessman et al, 1977), which has been used in

a number of watershed models for their reservoir routing component, for

example HEC-1 (U.S. Army Corps of Engineers, 1973), HYMO (Williams and

Hann, 1973) and TR-20 (Soil Conservation Service, 1972). For the purpose

of the present study, the storage-indication routing equation is re-

defined below using 0 = 0 for enhanced numerical stability.

Applying a volumetric balance to the element indicated in fig. 5.5 gives

the basic relationship from which a routing equation may be derived:

Qdt + q.dxdt - (Q + 3Q)dt = 3S . (5.24)
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Figure 5.5: Diagrammatic representation of a reservoir.

In this equation q. includes lateral inflow from creeks along the banks

of the reservoir as well as rain incident on the water surface, and 3S

is the incremental increase in storage in a time dt. Manipulating gives

the continuity equation in the form:

3Q as
(5.25)

3x dx 3t

Expressing the derivatives as finite differences and multiplying

throughout by Ax gives:

AS
AQ + _ = Qi.

At

(5.26)

If eqn. (5.26) is applied to the reservoir as a whole then the terms take

on global values, i.e. Q. is the total lateral inflow and AS is the change

in total storage of the reservoir. Eqn. (5.26) may be written in a gen-

eral finite difference form as follows:

~ Qi) - «)(Q* " Q2)
6(S2 - S,) + (1 - B)(St - S,)

At (5.27)

where subscripts 1 to 4 refer to the corners of a computational cell as

defined previously in overland and channel routing, and 8 and 0 are the
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weighting coefficients used previously in a Preissmann scheme (section

3.1.1 of chapter 3).

From eqn. (5.27) it can be shown that commonly used hydrologic reservoir

routing methods implicitly make assumptions regarding 9 and 0. The basic

equation used in the storage-indication method (Viessman et al, 1977) is:

i(IA + IB) - i(0A + 0B) = AS/At (5.28)

where I and 0 represent inflows and outflows respectively, and subscripts

A and B refer to the beginning and the end of a time interval At. Using

symbols compatible with the present study, eqn. (5.28) can be written as

i(Qi + Q2) - i(Q, + Q*) = AS/At. (5.29)

Comparison with eqn. (5.27) shows that 0 = 0.5 has been assumed in eqn.

(5.29). Furthermore, the use of storage/head and outflow/head relation-

ships imply downstream control, i.e. 8 = 0 . Weinmann and Laurenson (1979)

referred to the use of 8 = 0 as "reservoir action" in finite difference

schemes because of the large numerical diffusion associated with it.

Although methods as widely used as the storage-indication approach are

based on 0 = 0.5, the algorithm could be re-defined to advantage using 0

= 0 ensuring unconditional numerical stability. Substituting 0 = 0 and

8 = 0 in eqn. (5.27) and re-arranging terms results in the expression:

QfcAt + S» = Q£At + S3 + Q2At. (5.30)

In this form of the routing equation the unknowns at the end of the cur-

rent time step are grouped on the left hand side, since S3 is known from

the stage at the previous time step, and Q2 is the known inflow from the

upstream channel reach. The terms are illustrated in fig. 5.6 for clar-

ity. Rainfall, lateral inflow and evaporation loss can be included in

Q.. Qu and Sfc can be related to stage using expressions of the form

Q = a,(h - h w )
b l (5.31)

S = a2h
bz (5.32)
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in which h is the water stage above the base of the weir, h is the height

of the overflow weir or spillway, and a,, a2, b, and b2 are constants.

For an overflow spillway, the exponent b, is 1.5 and a1 is the crest co-

efficient. The constants a2 and b2 can be obtained from surveyed profiles

or known surface area/stage relationships. b2 lies between 1.0 and 3.0

depending on the shape of the reservoir basin. The constants in eqns.

(5.31) and (5.32) .are input parameters for each reservoir in the model.

inflow

time (t - A t )

inflow Q out f lou

time t

Figure 5.6: Schematic reservoir cross-sections illustrating

terms in the routing equation.

The routing algorithm simply evaluates the right hand side of eqn. (5.30)

at each time step, and then using eqns. (5.31) and (5.32) for Qu and Su,

solves for h with an iterative Newton-Raphson procedure. For specific

applications, different forms of eqn. (5.31) could be used to cater for

particular spillway features.

The algorithm based on 0 = 0 was found to be more consistently stable than

the conventional approach based on 0 = 0.5, which gave erratic results

at large values of At. The algorithm based on 0 = 0 forms the reservoir

routing component of the simulation model.
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5.4. SUMMARY

The Muskingum-Cunge channel routing methodology presented in this chapter

constitutes a second order approximation to diffusion routing, and is

equivalent to a diffusion model if used in conjunction with a looped

rating relationship. The explicit algorithm described in section 5.2.2

forms the channel routing component of the hydrological simulation model,

with the user-defined option of using either a single-valued or looped

rating relationship. Values of Manning's roughness coefficient for dif-

ferent channel conditions are given in Appendix A.

It was shown that the storage-indication method of reservoir routing is

based on a Preissmann-type finite difference scheme with 0 = 0.5 and 8 =

0. The routing equation was re-derived using 0 = 0 with improved numer-

ical stability. This algorithm is used in two of the case studies in

Section B: a small weir controlling outflow from the Waterval catchment,

and farm dams in the Bethlehem agricultural catchments.
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Chapter 6: SUBSURFACE PROCESSES

Subsurface processes in the present context refer to all the hydrological

processes occurring beneath the soil surface, including infiltration,

soil moisture seepage, interflow and baseflow. Modelling these processes

has received considerable attention in hydrological literature because

of their importance in the hydrological cycle. Infiltration rates de-

termine the quantity and the time-distribution of surface runoff.

Interflow can contribute significantly to streamflows and may even result

in a second peak to the runoff hydrograph as observed by Diskin and Green

(1985) and Burt and Butcher (1984). In continuous simulations, soil

moisture seepages after a rainy period are important for determining soil

moisture conditions and hence infiltration rates when rain re-occurs, and

baseflows must be accounted for if streamflows are to be modelled during

recession periods.

In developing a suitable soil sub-model for the hydrological simulation

model, three conceptual steps were followed:

1. Establishing an understanding of pertinent physical processes and

basic theory of soil moisture movement.

2. Studying current modelling approaches and techniques.

3. Development of a suitable model by matching its mathematical and

computational rigour to the availability of data and model require-

ments .

These stages in the model development process are reflected in this

chapter. A descriptive treatment of the subject and a brief presentation

of pertinent theory are followed by an outline of current modelling ap-

proaches. The soil model developed in the present study is described and

the determination of input parameters is discussed. Finally a means of

evaluating antecedent moisture conditions for single event modelling is

presented.
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6 . 1 . BACKGROUND TO MODEL DEVELOPMENT

6 . 1 . 1 . Components of hillslope hydrology

The components of hillslope discharge are represented in fig. 6.1. Early

hydrological models simply considered infiltration as a loss from the

system, whereas more rigorous physically-based modelling approaches at-

tempt to account for soil moisture movements in order to simulate inter-

flow and baseflows. An understanding of the mechanisms governing soil

water movement and streamflow generation is therefore essential for ef-

fective modelling of these components when following a physically-based

approach.

infiltration

surface
runoff

exf iltration

Figure 6.1: Hillslope section showing paths by which

water reaches the stream.

The concept of infiltration as an advanced wetting front is well-

established in hydrological circles (for example Kirkby, 1978; Haan et

al, 1982). Pre- and post-ponding conditions have been described by Mein

and Larson (1973) and form the basis of infiltration equations such as

the Green and Ampt (1911) equation. Dunne (1978) described another

mechanism of infiltration that is characterised by a rising saturated

layer rather than a downward advancing wetting front. It occurs when a

water table is initially near the soil surface and surface saturation is

caused by the rise of the water table (Dunne, 1978; Freeze, 1980), or when

the soil profile fills up above a flow restricting layer in the soil
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Figure 6.2: Horton and Dunne infiltration

(after Freeze, 1980).

i I I i rainfall
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Figure 6.3: Formation of a perched water table

(after Kirkby, 1978).

(Smith and Hebbert, 1983). Fig. 6.2 illustrates the difference between

the advancing wetting front model (termed "Horton infiltration" after

Horton, 1933) and the Dunne mechanism. According to Smith and Hebbert

(1983), Dunne-type infiltration is enhanced by shallow soils, convergent

topography and extended periods of rainfall.
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Interflow is associated with saturated or unsaturated downs lope seepage

or a perched water table. Conditions favouring interflow include soil

layering, piping and microtopographic features forcing soil water to the

surface. The mechanism of interflow has been described by Kirkby (1978)

as the formation of a saturated zone above a layer of low-permeability

soil or where permeability decreases with depth. This induces downs lope

flow as illustrated in fig. 6.3.

Kirkby (1978) listed the components of hillslope discharge in order of

decreasing rapidity of response to rain:

1. Infiltration excess overland flow. When the rainfall intensity ex-

ceeds the infiltration capacity of the soil, overland flow occurs and

dominates the hydrograph peak. This is associated with Horton in-

filtration.

2. Saturation overland flow. This arises from areas in a catchment where

the surface has become saturated through the Dunne infiltration

mechanism. Response times are slower than for infiltration excess

overland flow because of the time taken to saturate the surface before

runoff is initiated.

3. Interflow. Flow through the soil matrix is significantly slower than

surface runoff, but can contribute volumetrically to stormflow

hydrographs and may continue providing sustained flows after an

event.

4. Ground water flow. The saturated flow below a water table may con-

tribute to low flow stream discharge for prolonged periods after the

occurrence of rain.

The relative significance of these components in different types of

catchments is represented in fig. 6.4 after Freeze (1980), based on the

results of numerical model studies. Delayed flows (interflow and ground

water) are seen here to give the greatest contributions to storm flow in

humid climates, which also favour saturation (Dunne) overland flow. In-

filtration excess (Horton) overland flow dominates in other climates.

Another major factor influencing stormflow generation is the occurrence

of source areas which are discussed in the following section.
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Figure 6.4: Schematic illustration of the occurrence of various runoff

processes in relation to their major controls (Freeze, 1980)

6.1.2. Source area concept

The Hortonian concept of infiltration views it as a loss from the system,

and runoff is calculated from rainfall less infiltration over the full

area of the catchment. However, workers such as Kirkby and Chorley (1967)

found that this approach produces linear errors that could be explained

by assuming that only the rainfall on a small part of the catchment con-

tributes to runoff during the hydrograph peak. This has lead to the

contributing source area concept (also referred to as the expanding source

area or partial area concept).

Even when vegetation and soil conditions are homogenous, infiltration

rates are generally not spatially uniform over a catchment. In areas such

as valleys, hollows and narrow regions adjacent to streams, soil moisture

accumulates due to throughflow during and after rainy periods. Downs lope

seepage of soil moisture creates a gradient of increasing soil moisture

with primed zones near the streams for a rapid response to rain. The

source area concept proposes that these areas provide the main contrib-

ution to surface runoff during a storm and collectively constitute the

contributing source area. The area may expand upslope during the progress
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Figure 6.5: A time-lapse view of a basin showing expansion of the source

area and channel system during a storm (Kirkby, 1978).

A OVERLAND FLOW

i 1 i I 1 I 1

BELT OP NO
S«EET

EROSION

B THROUGHFLOW

1 i 1 1 i 1 1
C PARTIAL AREA

I i I I I i 1

Figure 6.6: Schematic representations of (A) overland flow,

(B) throughflow and (C) partial area models of

hillslope hydrology (Kirkby, 1978).
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of a storm or a rainy season as the zone of saturation expands. Fig. 6.5

shows the growth of a source area during a storm, and fig. 6.6 illustrates

the source area as compared with other models of hillslope hydrology.

The validity of the source area concept has substantial support. Hewlett

(1961) showed that the lower parts of slopes could be expected to generate

runoff early in a storm while infiltration was still occurring on the

higher areas. Betson (1964) studied various basins ranging from 4.5 ha

to 85 km2 in size, and found that only a portion of each catchment con-

tributed to runoff. For his study catchments the contributing area lay

between 5?i and 86% of the land area, the lower percentages being the norm

and higher percentages only occurring during extreme events.

Tischendorf (1969) described the source area as a dynamic region that

shrinks and expands in response to rain. Dunne (1978) observed that a

source area may vary in extent from season to season and even during a

storm. Zaslavsky and Sinai (1981 a) used regions of enhanced vegetative

growth to identify contributing source areas. Moore et al (1983) studied

a rural catchment in which there was believed to be rapid subsurface flow,

and concluded that its hydrological behaviour could be well described by

the source area concept. Rajendran and Mein (1986) applied a simulation

model to eleven different catchments in Australia, and found their results

to be consistent with the source area concept.

The extent to which a source area will influence streamflow generation

will vary for different catchments, depending on factors such as climate,

soils and topography. As seen in some of the case studies in Section B,

a source area need not only arise from downs lope soil moisture seepages

but also from areas of clay with low infiltration rates alongside streams.

The present model allows for the occurrence and expansion of source areas

by allowing for different soil moistures and properties in each element

comprising a hillslope.
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6.1.3. Basic concepts of soil physics

The theory of soil physics is treated in detail by Campbell (1985) and

Amerman and Naney (1982). Basic concepts that are relevant to the present

study are briefly reviewed below.

The subsurface environment consists of an arrangement of porous materials

in which water moves within the pores between the soil grains. Darcy's

law is the basic relationship describing water movement in a porous me-

dium:

q = -k3H/3s (6.1)

where q is the flux or flow rate per unit area in the s-direction, k is

the proportionality constant equal to the hydraulic conductivity, H is

the total head and 3H/3s is the head gradient providing the driving force

for flow. H is made up of a number of components, but the important

components in soil physics are the pressure head and the elevation head.

The pressure head h is related to the moisture content 8 in the soil as

illustrated in fig. 6.7. (The symbol 4> is sometimes used for h in soil

physics literature.) The pressure head is positive for a saturated soil

(9 equal to the saturated moisture content 9 ), but takes on negative

values as the soil drains, resulting in soil suction.

The relationship between the conductivity k in eqn. (6.1) and moisture

content is shown in fig. 6.8. In an unsaturated soil mass, water moves

primarily in small pores and through films around particles. As moisture

content decreases below saturation, conductivity rapidly decreases as the

cross-sectional area of the films diminishes and the flow paths become

more limited. The k-8 curve for a particular soil may be determined from

laboratory tests, and predictive relationships have been presented by

Brooks and Corey (1966), Campbell (1974) and Lambourne and Stephenson

(1986). The relationship given by Campbell (1974) is used in this study:

k = ks(9/9s)
m (6.2)

where k is the saturated hydraulic conductivity and m is a constant de-

pendent on soil texture. Campbell (1985) suggested evaluating m as (2b

+ 2) or (2b + 3) where b is the slope of the log (h) versus log (9) curve.
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Figure 6.7: Soil water characteristic curve.
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Figure 6.8: Variation of hydraulic conductivity

with moisture content.

A knowledge of the h-8 and k-8 relationships for a particular soil is

required in order to solve the transient differential equation for un-

steady flow in a porous medium. The equation is attributed to Richards

(1931) and is derived from a combination of the continuity equation and

Darcy's law, and may be written

(6 .3a)

(6 .3b)
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x, y and z are orthogonal direction coordinates with z corresponding to

depth vertically below the soil surface. The equation may be expressed

as a function of h or 9 as the only independent variable as shown in the

derivation in Appendix B.• The equation describes both saturated and un-

saturated conditions, and reduces to the Laplace equation (Childs, 1969)

when saturation prevails. Jacob (1950) derived a similar equation for

unsteady flow in a confined aquifer. The Richards equation forms the

basis of many soil models using rigorous or approximate numerical sol-

utions to simulate subsurface seepages.

6.2. MODELLING APPROACHES

The literature abounds in soil and infiltration models with a diversity

of applications and approaches. The examples cited below are intended

to illustrate primary modelling approaches.

Table 6.1 summarises some prominent infiltration equations in use over

the years. Early equations were empirically-based such as those of

Kostiakov (1932) and Horton (1933). A move towards physically-based

equations such as the Philip (1957) equation followed the recognition of

an advancing wetting front by Bodman and Coleman (1944). Davidoff and

Selim (1986) compared a number of simple infiltration equations. The work

of Mein and Larson (1973) facilitated the evaluation of the parameters

in the Green and Ampt (1911) infiltration model, which are related to soil

properties. This model has since become widely used because of its

physical basis.

More recent infiltration equations include those of Morel-Seytoux (1984)

and Tolikas et al (1983) who presented equations for calculating the

ponding time and moisture profiles during rainfall. Germann and Beven

(1985) discussed the modelling of subsurface flow through macropores

arising from shrinkage cracks, root and animal channels, and presented a

theory using a kinematic wave approximation for modelling the infil-

tration into such soils. One-dimensional forms of the Richards equation

for vertical downward seepage have been used to model infiltration and

redistribution of rainfall, such as the approximate solution of Pingoud

(1982).
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Table 6.1: Infiltration equations.

Reference Equation

Kostiakov (1932) f = C t"a

Horton (1933) f = f +(f - f )e"&t

Q 00 O °*

Philip (1957) f = iSt"* + b

c

Holtan (1961) f£ = f̂  + a(Fc - F )
1 ' 4

sen and Ampt (1911),

Mein and Larson (1973)

Green and Ampt (1911), f = K[l + S (6 -9.)/F]
C aV S 1

Parameter definitions

f = infiltration capacity K = soil conductivity

f = initial infiltration capacity S = sorptivity

f = equilibrium infiltration rate S = average suction

F = cumulative infiltration 8 = saturated moisture content

F = ultimate infiltrated volume 8. = initial moisture content
c l
t = time after the start of infiltration

C, , a, 6, a, b = constants evaluated experimentally

Different types of soil and ground water models are illustrated in fig.

6.9 showing common approaches to discretizing the subsurface environment.

Two- or three-dimensional grids representing a hillslope profile (fig.

6.9(a)) form the basis of finite difference or finite element solutions

to the Richards equation for saturated and unsaturated flows. A classic

model of this type is the pioneering work of Freeze (1971), coupling a

three-dimensional subsurface hillslope model with one-dimensional channel

flow. Rovey and Richardson (1975) developed one of the first general

watershed models incorporating physically-based simulation of subsurface

flows using a three-dimensional numerical solution of the Richards

equation. The European watershed model SHE (Abbot et al, 1986 b) utilises

a grid representation of the subsurface system for modelling aquifer

flows. Bernier (1985) used an irregular finite difference grid parallel

to the ground surface to model seepage down a hillslope (fig. 6.9(b)).
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(a) Rectangular finite difference grid, eg.

SHE (Abbot et al, 1986b) and Freeze (1971)

(b) Variable grid parallel to the ground surface

(Bernier, 1985).

(c) One-dimensional finite difference grid

(Hillel and Hornberger, 1979).

(d) One-dimensional flow vertically to water

table and horizontally with hillslope, eg.

Smith and Hebbert (1983).

(e) Layered soil model such as in ACRU

(Schulze, 1984).
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(f) Store approach.

(g) Hillslope model of Burt and Butcher (1984)

Figure 6.9: Diagrammatic representation of approaches to

subsurface modelling.

A simplified approach is to employ one-dimensional finite difference

schemes to model the primary components of subsurface flows. Hillel and

Hornberger (1979) used an approximate solution of the Richards equation

to model downward percolation of infiltrating water and horizontal flow

in the saturated zone below the water table, as shown in fig. 6.9(c).

Smith and Hebbert (1983) used a kinematic wave approximation for one-
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dimensional vertical percolation of infiltrating water and for lateral

seepage under a perched water table (fig. 6.9(d)).

An approach used in many watershed models is to employ simplified sub-

surface routing through a number of conceptual stores, often with empir-

ical relationships that require calibration on recorded streamflows.

Fig. 6.9(e) shows the 3-layer approach used in the ACRU model (Schulze,

1984), in which each soil layer is treated as a store with daily moisture

budgeting to determine moisture contents. Fig. 6.9(f) illustrates the

typical structure of such models in which the soil profile is represented

by a series of stores stacked vertically. Examples of this approach in-

clude the model of Beven and Kirkby (1979) that utilises stores for in-

terception, infiltration and a saturated soil zone; and Brendecke et al

(1985) who used a three-tier model in which a subsurface reservoir can

exfiltrate via an upper soil store or percolate to a ground water reser-

voir and ground water is lost to a sink or routed to basef low as a function

of the level of ground water storage. The well-known Pitman model

(Pitman, 1977; Pitman and Basson, 1979) and Stanford Watershed Model

(Crawford and Linsley, 1966) both utilise store approaches. Burt and

Butcher (1984) used a "leaky bottle" storage model in which a hills lope

is conceptualised as a series of stores linked laterally in a downslope

direction as indicated in fig. 6.9(g). Downslope flow is calculated using

the slope gradient, moisture content and hydraulic conductivity in each

store.

Another category of subsurface models is those utilising stochastic ap-

proaches. A synthetic time series is generated that preserves the sta-

tistics of the real time series used for calibration, as in the models

of Fiering and Jackson (1971). Bathala et al (1976) coupled a finite

difference model of the transient flow aquifer equation with stochastic

inputs, and used this to evaluate a regional aquifer.

A rigorous numerical solution of the Richards equation requires detailed

knowledge of system geometry, distribution of hydraulic properties within

the system, and boundary conditions (Amerman and Naney, 1982). Even with

all this data, a certain amount of calibration is required. Soil param-

eters such as soil depth, permeability, porosity and suction are highly
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variable in the field, even in a relatively small area. Detailed soil

data is therefore costly to collect in a catchment study, and the modeller

generally has to rely on approximate, average values of soil properties

that are representative of field conditions, obtained either from selec-

tive sampling or the results of field surveys and soil classifications

conducted by a soil scientist. For a general watershed model, the com-

putational effect of a rigorous numerical subsurface model is therefore

incompatible with the availability of data, and an approximate solution

with modest data requirements would be preferable.

A physically-based rather than an empirical approach was followed in the

present study in order to predict soil moisture conditions based on

measurable or estimated soil properties. The soil model presented below

is based on a three-layer representation of the soil profile, in which

vertical and downslope seepages are calculated using a simplified form

of the Richards equation. The approach can be seen either as a course

two-dimensional finite difference grid or as a series of soil moisture

stores with physically-based relations governing inflows and outflows.

6.3. MODEL DEVELOPMENT

6.3.1. Structure of soil model

A soil model should be able to account for the following important char-

acteristics of soil moisture movements:

o Infiltration as a function of soil properties and of soil moisture

content near the surface.

o Vertical redistributions of moisture within the soil profile.

o Downslope saturated and unsaturated seepages associated with inter-

flow and ground water flow.

In the present study, the spatial variations of soil properties and

moisture conditions over a catchment are accounted for by the element

discretization of a catchment. The other dimension, namely depth below

the surface, is represented by means of three soil layers as illustrated

in fig. 6.10. The upper two layers represent the A and B soil horizons
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Figure 6.10: Three-layer soil model.

or the hydrologically active topsoil. The first layer receives infil-

trating water calculated using the Green and Ampt (1911) equation, and

lateral and vertical seepages are modelled using Darcy's law. The lower

layer represents saturated flow beneath a water table or perched water

table, with input being moisture seepage from layer 2. Deep percolation

into the underlying soil or rock stratum is represented as a constant loss

k_. Lateral seepage from each of the three soil layers enters the cor-

responding layer in the downslope element, and the lowest element in a

hillslope seeps into the stream. Exfiltration occurs if an element sat-

urates to the surface, allowing for the possibility of Dunne-type infil-

tration.

Soil properties such as permeability and texture may be specified sepa-

rately for each layer in each element. This creates a high degree of

flexibility in model applications in which features such as layered soils

and varying soil depths may be accounted for. The use of three soil

layers also facilitates the distribution of evapotranspiration losses in

the soil profile according to root densities (dealt with in chapter 7).

In the following sections, the soil sub-model is described dealing firstly

with the method of computing infiltration into the upper soil layer,
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followed by descriptions of the finite difference schemes for unsaturated

flow in the upper two soil layers and saturated downs lope flow in the

lower soil layer.

6.3.2. Infiltration

The Green and Ampt (1911) and Mein and Larson (1973) infiltration model

is a physically-based approach that has gained wide acceptance in

hydrological modelling applications. Rajendran and Mein (1986) give a

list of investigators who have used the model and demonstrated its suit-

ability in watershed models. Although originally derived for uniform,

homogenous soils, it has been found to yield good results for layered

soils, partially sealed surfaces and non-uniform initial moisture condi-

tions (Haan et al, 1982).

The equation makes it possible to predict infiltration rate at the soil

surface as a function of rainfall history and soil properties. It may

be derived from an approximate solution of Darcy's equation for vertical

flow in the wetted zone above the wetting front, and is written

f = K[l + S (8 - 9.)/F] (6.4)
c l av s • \" i

with the symbols as defined in table 6.1. The equation is derived in

Appendix B.

Research has shown that the soil in the transmission zone above the wet-

ting front is not fully saturated because of trapped air, and consequently

the conductivity K in eqn. (6.4) is less than the saturated conductivity

k . Using available data, Bouwer (1969) found K to be of the order of

0.4k to 0.6k , and used O.Sk as his estimate. Rawls et al (1983) also
s s s

assumed a value of 0.5k . Studies such as those of Slack (1978) have

evaluated K from an assumed moisture content in the transmission zone,

suggesting values in the region of 0.1k. - 0.3k . In this study a com-
s s

promise value of k /3 was adopted after Rajendran and Mein (1986).

Infiltration into the upper soil layer is assessed under the three con-

ditions identified by Mein and Larson (1973):
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1. i < K. If the rainfall rate i is less than the conductivity K, all

the rain infiltrates, raising the moisture content of the upper soil

layer (9i). This corresponds to light rain or drizzle soaking into

the soil.

2. K < i < f . These are pre-ponding conditions under which all the rain

infiltrates, i.e. f = i.

3. i > f . The post-ponding infiltration rate is given by eqn. (6.4).
c

Rainfall as well as ponded water are available for infiltration.

f is evaluated using eqn. (6.4) in the form

k S (6 - 8.)
s av s i'

fc = _[1 + ] (8t * 9i) (6.5)

3 d,(6l - 8..)

with 8j given by the average moisture content in soil layer 1 during the

current time interval. 8, and d\ are defined in fig. 6.10. Eqn. (6.5)

is obtained by substituting F = (8l-8.)d1 in eqn. (6.4). In this way the

advance of the wetting front is represented as a rise in the moisture

content of the upper soil layer. This approach avoids introducing another

variable into the model to account for the depth of the wetting front,

as well as the complexities that would arise with multiple soil moisture

profiles resulting from alternating periods of wetting front formation

and moisture redistribution during wet and dry periods.

If the top soil layer saturates, during infiltration, the process is

transferred to the second layer, using d2 and 82 in place of di and 8l

in eqn. (6.5). On the onset of rain after a dry period, 8. is equal to

8 j. This value is retained during intermittent rain and updated after a

dry period. When 8. = 8lt f given by eqn. (6.5) is infinitely large,

in which case f is assumed equal to the rainfall rate for one time step.

6.3.3. Finite difference scheme for upper two soil layers

The upper two soil layers may be considered as cells in which the moisture

content is increased by inflows and depleted by outflows. Infiltration,

vertical moisture re-distribution and downs lope seepages constitute the

inflows and outflows. The finite difference scheme may be derived by

considering a water balance on one such cell:
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( 9 t • 9t-At ) W d A x = Ki - < W Li Lo
(6.6)

where 8 = moisture content of cell at end of time interval

8 . = moisture content of cell at beginning of time interval
t-At

W = width of element normal to the flow direction

x = flow direction

d = thickness of soil layer (c.f. d, and d2 in fig. 6.10)

q . = vertical inflow

q = vertical outflownvo
qT. = lateral inflow

qT = lateral outflow
^Lo

q . and q represent vertical moisture seepages (per unit area), and

qT . and qT are flows parallel to the ground surface. Eqn. (6.6) could
Li Lo

also be derived from a Preissmann finite difference formulation of the

continuity equation, with the weighting coefficient 8 set at zero. It

was not considered necessary to incorporate a variable 8 because the un-

certainties in estimating soil properties render a high level of accuracy

impossible.

Solving eqn. (6.6) for the unknown 8 gives

e t = et-*t + Ki - < W A t / d + («Li • <W A t / A x - ( 6 - 7 )

The vertical and lateral flows are Darcian flows related to moisture

content (except q . in the top soil layer which is equal to the infil-

tration rate). Considering vertical soil moisture seepage in eqns. (6.3)

and the component of downslope flow parallel to the soil surface, it can

be shown (for mild slopes) that

qv = k(8) - D38/3z (6.8)

and qL = k(8)s0 - D38/3x. (6.9)

Here, x is the direction coordinate for downslope seepage and s0 is the

ground slope. The diffusivity D is defined as k(8)dh/d8 and k(8) denotes

permeability as a function of moisture content.
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Seepage thus has a gravity component related to k(8) and a diffusion

component related to the moisture gradient in the flow direction. At-

tempts were made at including both the gravity and diffusion components

in the finite difference scheme. However, this meant that a number of

sweeps down a hills lope were required at each time interval in order to

evaluate the moisture gradients, increasing computation time consider-

ably. Convergence problems were also encountered because of the coarse

finite difference grid which results in large moisture gradients between

the soil layers. Furthermore the model was difficult to calibrate because

the effect of moisture gradients on subsurface flows made the response

of the model to changes in input parameters unpredictable. Determining

soil properties such as the soil water characteristic for evaluating

diffusivity D was also found to be difficult in field applications, and

attempts to define parameter values based on trends related to soil tex-

ture were unsuccessful.

The diffusivity component was therefore omitted and the following re-

lationships adopted:

c^ = k(8) (6.10)

and qT = k(8)s0. (6.11)

Beven (1981, 1982) showed that this is equivalent to a kinematic approx-

imation of the subsurface flow equations. He studied the conditions under

which the approximation holds and concluded that it is useful for a range

of cases of practical interest, and that models based on this approach

can produce good results in field situations with only -a modest computa-

tional effort. Zaslavsky and Sinai (1981 b) verified the use of eqn.

(6.11) as a close approximation for the flow component parallel to the

ground surface. __...--..

The flows in eqn. (6.7) are calculated using moisture conditions at the

end of each time interval which is equivalent to a 0 = 0 finite difference

scheme. Using eqns. (6.10) and (6.11), eqn. (6.7) may be written
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+ [qLi " k(9t)S0]At/Ax . (6.12)

Inflows q . and qT . are known for each cell since computation proceeds

downslope. The equation of Campbell (1974) (eqn. 6.2) is used for eval-

uating k(8).' The only unknown in eqn. (6.12) is 8 , which is solved for

in each cell using an iterative Newton-Raphson procedure which generally

converges rapidly in two to three iterations.

6.3.4. Saturated flow in lower soil layer

Saturated flow under the water table or perched water table in the third

soil layer is routed downslope from one element to the next. The conti-

nuity equation for one-dimensional flow through a porous medium is

3Q 3A

_ + K — = q± (6.13)

3x 3t

where £ is the porosity of the medium. The inflow term q. includes
percolation from the soil layer above (q 23) and deep seepage to the

underlying strata (kT): •

<k - V • V (6-14)
Retaining a kinematic solution, downslope flow is given by eqn. (6.11).

For saturated flow, k(8) in eqn. (6.11) is replaced with k , and the flow
s

rate is given by

Q = Whkss0 (6.15)

where h is the depth of flow (fig. 6.10). Combining eqns. (6.13) - (6.15)

and writing in finite differences with A = Wh, using the subscripts 1 to

4 previously defined for the corners of a computational cell, setting 8

= 0 = 0 and solving for hfc gives:
3 - kL)AxAt + q2At + (8s - 6f)Axh3

hu = . (6.16)
ksS0At + (9s - 6f)Ax

q2 is inflow from the upslope element and 6f is moisture content at field

capacity. This formulation assumes zero travel time for seepage from soil

layer 2 to reach the water table. This assumption was tolerated because

of the additional complexities of modelling moisture movements above the
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element 1 element 2

calculate infiltration

solve for moisture,

content in layer 1

solve for moisture

content in layer 2

calculate height of

water table in layer 3

/-•calculate infiltration

solve for moisture

content in layer 1

solve for moisture

content in layer 2

calculate height of

water table in layer 3

Figure 6.11: Computational procedure of soil model. Element numbers

refer to consecutive hillslope elements in a downslope direction.

water table in layer 3, and because the travel times of vertical flow are

orders of magnitude smaller than those of nearly horizontal flow. The

use of field capacity 8f in eqn. (6.16) assumes that a rising water table

rises in a zone where the moisture content is at field capacity, which

is probable if unsaturated flow is trickling down to a water table. A

8-value of zero is used because of the low celerities typical of downslope

seepage, resulting in values of 8 close to zero.

Eqn. (6.16) is used to calculate the height of the water table in each

element at each time step, with computation proceeding downslope so that

inflows are known for each element.

The overall computational procedure for the soil model is illustrated in

fig. 6.11.

6.3.5. Evaluating soil parameters

The input parameters for the soil model described above are:

ks saturated conductivity (mm/h) for infiltration into

top soil layer and Darcian flow in all three soil layers
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S average suction on wetting front (mm) in infiltration

equation

kT deep seepage loss from third soil layer (mm/h)

d thickness of each soil layer (mm)

8 residual moisture content
r

8 saturated moisture content

m exponent in equation for k(8)

s0 ground slope (m/m)

Ax element length in flow direction (m)

W element width (m)

s0, Ax and W are obtained from digitised topographic data, and are the

same as for overland routing as discussed previously (chapters 3 and 4).

The other parameters are discussed below.

The k-8 curves presented by Rawls et al (1981) were used here to evaluate

to exponent m in eqn. (6.2). The curves are shown in fig. 6.12 and rep-

resent a large amount of soil data processed by Rawls et al (1981, 1983).

Re-plotting the curves on a linear basis as shown in fig. 6.13, values

of m between 6.7 and 9.2 were obtained by curve fitting. No trend that

could be correlated with soil texture was evident, and an average value

of m = 8.0 for all soil types was adopted and coded in the simulation

program.

Values of the saturated hydraulic conductivity k are obtainable from
s

laboratory tests on soil samples or from field studies in which soil flows

are collected in troughs and measured. However, these methods are costly

and time-consuming, and the values obtained in this way may still need

to be calibrated when applying the model to a field situation because of

the inhomogeneities in the soil and the simplified representation of the

subsurface environment in the model. The use of published values of soil

permeability was therefore resorted to for the case studies in Section B

of this work.

Various analytical relationships have been proposed for evaluating k .

Scheidegger (1960) reviewed a number of equations relating k to pore size

distribution. Childs and Collis-George (1950) and Marshall (1958) re-
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Figure 6.13: Hydraulic conductivity by exponent.
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lated k to soil and water properties. Studies such as those of Bloeraen

(1980) have related k to properties of the particle size distribution
s

function, indicating that k can be related to soil texture. Campbell
s

(1985) developed predictive relationships for k by correlating

conductivity data with the silt and clay content of the soil.

Mean values of saturated conductivity for different soil textures are

listed by Rawls et al (1981) based on experimentally measured values on

a wide range of soils. Beven (1989) warned against the use of such pub-

lished data because of the large discrepancies possible in the field.

Structural defects such as cracks, worm holes and root channels can also

significantly alter the conductivity. Bearing these factors in mind,

published data is used in the present study only as a guideline for model

calibration. In the case studies in Section B, probable ranges of k are
• s

evaluated according to the soil textures identified in each catchment,

and these are used as a guide for model calibration. The conductivity

data of Rawls et al (1981) vis given in Appendix A.

Porosity and residual moisture content may also be related to soil texture

(Rawls et al, 1983; Schulze, 1983). Simulated streamflows were found here

to be relatively insensitive to these parameters, and therefore model

input was simplified by requiring only the soil texture to be specified

by the user, and the program allocates values of 9 and 8 from the values
37 S

listed in table 6.2. The eleven soil groups are defined according to

their sand, silt and clay content in the soil texture triangle shown in
fig. 6.14. The values of soil suction S shown in table 6.2 are also& av

automatically assigned by the program since it was found that infiltration

rates could be adequately calibrated by adjusting the soil conductivity

k . The parameters 8 , 8 and k are therefore represented in the simu-

lation program by a single input parameter, namely the soil group number

in table 6.2.

Thicknesses of the soil layers can be defined from sampling pits dug in

field studies. The values used represent average soil depth over an area,

and the greater the variation in soil depth or the less data is available,

the more this variable has to be calibrated. Generally, experience with

a particular catchment will develop a knowledge of how soil depths are
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Figure 6.14: Texture chart (Soil Conservation Service, 1975)

typically related to topography, geology or locations such as hill tops,

hill slopes and areas adjacent to streams. South African soils are gen-

erally relatively shallow, and the layer thicknesses for the upper two

layers are typically in the range of 100 - 300 mm in the case studies in

Section B. The third layer may be thicker, up to a few meters.

With experience in using the model it was found that the downslope (lat-

eral) seepage in the upper two soil layers made calibration complicated

and difficult, and that interflow as well as ground water flow could be

well modelled with downslope saturated flow in the lower soil layer only.

In the Bethlehem case study (chapter 10), the allowance for lateral

seepage in the upper two layers was disabled, and only the third layer

was used for lateral flows. Under these circumstances the third soil

layer may become a conceptual layer rather than a physical zone. Its

thickness (d,) then represents a quantity sufficient to prevent satu-

ration of the layer to its full depth, as in the Ecca study (chapter 9),

and not a physical depth measurable in the field.
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Table 6.2: Soil properties defined by soil group. (Based on data

of Rawls et al, 1983.)

soil

1

2

3

4

5

6

7

8

9

10

11

group

Sand

Loamy sand

Sandy loam

Silt loam

Loam

Sandy clay loam

Clay loam

Silty clay loam

Sandy clay

Silty clay

Clay

6
r

0.02

0.035

0.04

0.02

0.03

0.07

0.075

0.04

0.10

0.06

0.09

8s

0.44

0.44

0.45

0.46

0.46

0.46

0.46

0.47

0.46

0.48

0.48

S
a v

 (mm)

50

60

100

150

80

200

180

230

210

250

270

Table 6.3: Input parameters for the soil model.

Parameter Possible sources of data

soil group Analysis of soil samples; soil classifications from

field surveys.

k Published data based on soil texture; analysis of
s

soil samples collected in the field; field tests.

layer Field studies supplemented with knowledge of typical

thicknesses profiles that are associated with particular soil

types or topographic features.

kT Generally requires calibration.
Li
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Another modification that proved useful was to create a user-defined op-

tion regarding the downstream boundary condition for lateral subsurface

flow in each hillslope. This option allows the user to specify either

free outflow from the stream-side elements into the streams, or to sup-

press the outflow. The latter results in a region of saturation devel-

oping adjacent to streams, representing a source area for surface runoff.

The deep percolation loss kT from the lower soil layer may be evaluated

as the saturated conductivity of the underlying stratum, assuming that

the confining layer saturates before a perched water table can form above

it. Generally this quantity is difficult to measure and has to be cali-

brated, although in the Waterval study (chapter 8) it is estimated using

borehole data. As a calibration parameter, k_ determines how rapidly the
l i

lower soil layer drains, and can be used to adjust the shape of the de-

layed flow hydrographs or recession flows.

The user-specified input parameters are summarised in table 6.3 along with

suggested means of evaluation.

6.4. ANTECEDENT MOISTURE CONDITIONS

Soil moisture conditions are one of the prime factors that influence in-

filtration and surface runoff during a rainfall event. A means of eval-

uating antecedent moistures is necessary for single-event modelling as

well as at the start of a continuous simulation if a "warm up" period or

pre-run is not used to generate soil moisture conditions.

Lambourne and Stephenson (1986) reviewed current methods for determining

antecedent moistures. The most common approach is to define an antecedent

moisture index related to the degree of wetness of the soil or the

antecedent rainfall and evaporation. Examples of indices based on rain-

fall history are the SCS method (Soil Conservation Service, 1972) in which

the curve number is adjusted according to a soil wetness index, and the

ILLUDAS approach (Terstriep and Stall, 1974) which employs the antecedent

moisture indices shown in table 6.4 to determine the initial infiltration

rate in Horton's equation. More advanced methods incorporate the evapo-

ration as well as rainfall history, such as the Hawkins (1978) method that
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replaced the standard SCS indices with a continuous range of antecedent

moisture values, and the Flood Studies Report (NERC, 1975) in which a

catchment Wetness Index is determined using a moisture accounting proce-

dure. Lambourne and Stephenson (1986) developed an antecedent moisture

model that estimates the antecedent moisture for use in a hydrological

simulation model, using a moisture budgeting procedure incorporating

daily rainfall and evaporation.

Consideration of the source area concept shows that soil moisture condi-

tions are not uniform over a catchment but vary spatially. The approach

adopted here accounts for spatial variations and is based on the analysis

of Beven and Kirkby (1979) and Beven and Wood (1983). They showed that

the soil moisture at a particular point on a hillslope is proportional

to ln(a/s) where a is the upslope area draining to the point under con-

sideration per unit length of topographic contour, s is the local ground

slope and In is the natural logarithm. Beven and Kirkby (1979) presented

a map showing zones of similar values of ln(a/s) for a small catchment,

which compared well with observed patterns of source areas.

The antecedent moisture routine in the present model initialises the

moisture conditions in each element prior to a simulation by calculating

the value of ln(a/s) relative to its value in the lowest element of a

hillslope. Moisture content is calculated using

[Br + k(8s - 9r)]ln(a/s)

6 = . (6.17)
ln(ao/so)

Each hillslope is considered separately with a0 and sa calculated for the

streamside element, and a and s for each of the other elements in turn.

In this way soil moisture decreases up each hillslope and is greater in

areas of gently sloping topography, k is a factor evaluated by the user

of the model according to the degree of wetness of a catchment as shown

in table 6.5. If k = 1.0 (antecedent moisture condition class I) then

the. streamside elements are saturated, and if k = 0 (class V) the soil

is set at residual moisture content 9 . The antecedent moisture category

may be estimated by judgement taking the climate and season of year into

account, or evaluated by considering the rainfall and evaporation for a

few months prior to the period to be simulated.
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Table 6.4: Antecedent moisture criteria for ILLUDAS (after Terstriep

and Stall, 1974).

A. M. C. class Total 5-day antecedent

rainfall (mm)

Description

1

2

3

4

0 - 12.7

12.7 - 25.4

> 25.4

bone dry

rather dry

rather wet

saturated

Table 6.5: Antecedent moisture categories for

the present model.

A. M. C. category k

I
II

III

IV

V

saturated

wet

moist

dry

arid

1.0

0.75

0.5

0.25

0

6.5. SUMMARY AND CONCLUSIONS

The main features of the soil sub-model described in this chapter are

summarised in table 6.6. The three-layer approach facilitates the mod-

elling of vertical as well as downslope seepages, and permits variations

of soil properties with depth. The numerical methods used to solve for

soil moisture movements consist of a two-dimensional kinematic finite

difference scheme for vertical and lateral flows in the upper two soil

layers, and a one-dimensional kinematic approximation for saturated flow

in the third soil layer. The difference schemes are based on a 0-value
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Table 6.6: Main features of soil model.

Model aspect Details

Infiltration

Upper two soil layers

Lower soil layer

Variables

Input parameters

Green and Ampt infiltration equation.

Variable moisture content with vertical

soil moisture redistribution and downs lope

seepage (eqn. 6.12).

Saturated flow beneath a water table or

perched water table (eqn. 6.16).

8,, 82: moisture content of upper two

soil layers

h: depth of saturated flow in layer 3

8.: initial moisture content in top soil

layer during infiltration

Soil texture, saturated conductivity, soil

depths and deep seepage.

of zero (for numerical stability) and a 8-value of zero (because of low

celerities).

Features such as source areas, interflow and baseflow flow are modelled

in the various case studies in Section B. Source areas may be represented

by elements of differing soil moisture and permeability; interflow is

modelled by means of downs lope seepages; exfiltration occurs when an el-

ement saturates to the surface; and ground water flows may be modelled

by saturated flow" in the third soil layer.

Difficulties in modelling soil conditions arise from the inherent heter-

ogeneous nature of soils, the expense of collecting detailed soil data

in the field, and the necessity of using a simplified representation of

the complex subsurface environment. Because of these factors, soil pa-

rameters are likely to require more calibration than the above-ground

parameters for overland and channel processes. The extent of calibration

required for the soil parameters is investigated in the model studies in

Section B.
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Chapter 7: VEGETATION-RELATED PROCESSES

Vegetation in a catchment affects the friction coefficient for overland

flow, influences soil erosion and the formation of rills, and maintains

the infiltration capacity of the soil. Vegetation is also responsible

for two important losses from the hydrological system being modelled,

namely interception and evapotranspiration, which are the focus of this

chapter.

Evapotranspiration, sometimes referred to as total evaporation (De Jager

and Van Zyl, 1989), is the loss of water from a vegetated surface by di-

rect evaporation from the soil surface and transpiration loss from the

foliage. Transpiration is the process whereby soil water that has been

absorbed by plant roots is lost to the atmosphere by evaporation from the

leaf surfaces. Modelling evapotranspiration losses is important in con-

tinuous watershed simulations because they determine soil moisture con-

ditions which significantly influence infiltration rates and surface

runoff. Evapotranspiration can constitute a significant loss from the

system being modelled, and 65 - 70% of the total global annual rainfall

is believed to be returned to the atmosphere by evapotranspiration

(Schulze, 1983).

Interception loss is the portion of rainfall that is retained on the

surface of vegetation and subsequently evaporated. Interception losses

can vary from almost negligible amounts in sparsely vegetated areas to

significant amounts of up to 25% of gross rainfall in humid forested re-

gions (Linsley et al, 1949). Fleming (1975) maintains that no model

structure is complete without the process.

The evapotranspiration and interception components of the simulation

model are described below.
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7.1 . EVAPOTRANSPIRATION

Saxton and McGuinness (1982) presented an in-depth discussion of the

evapotranspiration processes. The main factors influencing

evapotranspiration losses can be summarised as follows:

o Climatic factors. Solar radiation, wind and humidity determine the

potential energy available for drawing moisture out of the soil and

vegetation. Climatic factors may be represented by the potential

evaporation rate.

o Above-ground factors. The extent of the vegetation canopy determines

the amount of intercepted solar radiation and the surface area

available for evaporation from the stomata. The canopy also deter-

mines the degree of shading of the soil which limits the evaporation

occurring directly from the soil surface. Phenological development

of plants also affects transpiration rates, and has been studied with

particular reference to crops where the need for water and the ability

to transpire alter as a crop matures.

o Be low-ground factors. Water-uptake of plants is determined by the

root system and the available moisture in the soil. When soil

moisture is depleted and plants cannot absorb water at a rate to meet

demand, plant stress sets in with plants transpiring at less than

their potential rate.

Current approaches to modelling evapotranspiration generally separate

plant transpiration and soil evaporation, estimating losses using semi-

empirical relations to account for above- and below-ground factors. A

research emphasis on agricultural crops has resulted in many relation-

ships based on crop behaviour, with models varying from simple to complex.

Simple models consist of. an equation relating evapotranspiration loss to

potential evaporation and variables representing canopy and soil moisture

conditions, for example the equation of Holtan et al (1975) and England

(1975). The Penman (1948) equation is a well-kwown model based on cli-

matic data. Complex models such as that of Saxton et al (1974) calculate

daily evapotranspiration losses from incoming potential energy, account-
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ing for factors such as canopy characteristics, plant phenology, seasonal

root distribution and soil moisture status.

The evapotranspiration component of the simulation model is described

below and accounts for the important above- and below-ground factors

without extensive input data requirements. Evapotranspiration losses are

calculated at each time interval from potential evaporation using a se-

quence of operations relating soil and plant evaporation to parameters

representing canopy, root and soil moisture conditions, substantiated by

research findings and modelling approaches reported in the literature.

The soil evaporation and plant transpiration losses are computed sepa-

rately. Climatic factors are represented by potential evaporation, from

which actual evapotranspiration losses are estimated taking above- and

below-ground factors into account in the following sequence:

Solar energy represented

by potential evaporation.

Calculate ET rates assuming

unlimited soil moisture.

('Potential1 ET rates based

on above-ground factors.)

Calculate 'actual' ET rates taking

soil moisture conditions and

root distribution into account

(below-ground factors).

7.1.1. Potential evaporation

Potential evaporation is the rate at which water will be lost to the at-

mosphere from an open body of water such as a lake. Models for predicting

potential evaporation have been grouped by Schulze (1983) and Saxton and

McGuinness (1982) into a number of categories. Energy budget methods are

based on a vertical energy budget over a vegetated surface.

Temperature-based methods use mean air temperatures to predict daily or
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monthly potential evaporation rates, such as the Blaney-Criddle (1966)

and Linacre (1977) models. Aerodynamic profile methods require the

measurement of wind velocities above the evaporating foliage, as well as

air temperature, vapour pressure and humidity. Combination methods such

as the Penman (1948) equation and its modifications by Monteith (1965)

and Maaren (1978) combine the energy budget and aerodynamic profile

methods.

Data from evaporation pans may also be used to assess daily or monthly

potential evaporation amounts, the two standard types being the Symons

pan and the American A-class pan. A pan factor must be applied to correct

for the difference between the measured pan evaporation and that which

would occur from a large body of water.

In the present model, potential evaporation is not calculated by the

program from climatic data but is supplied by the user as an input pa-

rameter. It may be specified on a daily or monthly basis and may be based

on evaporation pan data as in the Waterval and Ecca studies in chapters

8 and 9, or calculated from predictive equations as in the Bethlehem study

in chapter 10.

7.1.2. Canopy effects

Two parameters commonly used to account for the effect of canopy on

evapotranspiration are crop coefficients and leaf area index. Crop co-

efficients have been developed for irrigation evapotranspiration predic-

tions on crops, and are simply the ratio of transpiration loss to

potential evaporation assuming no soil water stress. They may be ex-

pressed as average seasonal values or as seasonal distributions.

Leaf area index (LAI) is the ratio of leaf surface area to projected

ground area beneath the canopy. Ritchie and Burnett (1971) and Kristensen

(1974) presented similar curves relating evapotranspiration to LAI for a

number of different crops as shown in fig. 7.1. In most studies on LAI

this ratio has been found to approach 1.0 as LAI approaches 3.0 (Saxton

and McGuinness, 1982). For higher values of LAI, the transpiration ratio

is greater than unity, reaching a steady state in which the transpiration
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Figure 7.1: Empirical curves relating evapotranspiration

to leaf area index.

loss exceeds the potential evaporation because of the large leaf area.

Forests and full-canopy crops operate in this regime (Schulze, 1984).

In the present model, leaf area index is used to represent the effects

of canopy on evapotranspiration and to divide potential evaporation into

soil and plant components. In the absence of an established relationship

for generalised application in the literature, an exponential curve was

assumed of the form

T /E = 1.06(1 - e'kLAI)
P P

(7.1)

where T and E are the potential transpiration and evaporation rates

respectively, and k is a constant. T is referred to here as the poten-

tial transpiration rate because soil moisture is assumed not to be lim-

iting. The constant 1.06 was obtained by fitting the equation to

Kristensen's (1974) data, which also gave the constant k close to unity.
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Since leaf area index represents the degree of shading, it may also be

used to estimate the proportion of solar radiation available for evapo-

ration of moisture from the soil surface. Al-Soufi (1987) described an

evapotranspiration model in which soil evaporation was calculated using

a parameter representing the penetration of net radiation through the

vegetation canopy, expressed as a function of LAI. Horticulturalists use

an exponential relationship of the form

E = Eoe (7.2)

to relate solar energy below the canopy (E) to that radiant above the

canopy (Eo), with a a constant (Monsi and Saeki, 1953).

Since soil evaporation decreases with increasing canopy coverage, a mir-

ror image of eqn. (7.1) may be expected, of the same form as eqn. (7.2).

Given that the soil evaporation should be equal to the potential evapo-

ration rate when LAI = 0, and taking the constant k in eqn. (7.1) equal

to unity, the relationship assumed for soil evaporation is

E /E = e ^ 1 . (7.3)
sp' p

E is the potential evaporation from the soil surface, again assuming

unlimited water supply. Eqns. (7.1) and (7.3) are represented graphically

in fig. 7.2.

7.1.3. Below-ground factors

Evaporation from the soil and leaves depletes the moisture reservoir in

the soil. Evaporation and transpiration proceed at their potential rates

given by equations (7.1) and (7.3) until the water in the reservoir drops

below a certain limiting value, whereafter the available soil moisture

limits the evapotranspiration loss, and actual losses may be assumed to

decrease linearly as soil moisture decreases (Schulze, 1983; Saxton et

al, 1974). The classical literature of the past two decades has fre-

quently attributed differences in observed values of the limiting soil

moisture to textural soil properties (Schulze, 1983). Others, notably

irrigation modellers, maintain that plant stress sets in at a fixed
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1 2 3

Figure 7.2: Equations (7.1) and (7.3) for transpiration

and soil evaporation respectively.

Figure 7.3: Effect of soil moisture stress on transpiration

rate (after Doorenbos and Kassam, 1979).

moisture content such as 0.5 of the plant available water. Meyer and

Green (1980) found that a value of 0.3 was more applicable for wheat in

Southern Africa, and Slabbers (1980) showed that the limiting soil

moisture for crops may vary with atmospheric demand and the hardiness of

the crop in drought situations.

In the present study, separate relations are used to assess the affects

of moisture stress on soil evaporation and plant transpiration. For

transpiration, a relationship of Doorenbos and Kassam (1979) was adopted,
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in which the point at which plant stress sets in is related to the po-

tential transpiration rate T . The relationship is shown in fig. 7.3

where T is the actual transpiration rate and PAM is the plant available
cl

moisture. In the upper two soil layers PAM is given by (6 - 8 )/(6
8 ) where 8 is the current moisture content of the layer, and 8 and •8
r r s

are the residual and saturated moisture contents respectively. If there

are roots in the lower (third) soil layer, then PAM is given by the ratio

of the water table depth to the layer thickness (h/d).

The distribution of roots in the soil profile is taken into consideration

by introducing another input parameter giving the proportion of roots

occurring in each of the three soil layers in the model. The moisture

in the i'th soil layer is depleted at a rate T k. where T is obtained
& X Si

from the relationship shown in fig. 7.3 and k. is the proportion of roots

in the i'th layer (i = 1, 2 or 3).

As for transpiration, the evaporation from the soil surface occurs at its

potential rate E until the limiting moisture content is reached. As

the loss of water increases further, moisture has to rise from deeper

below the surface. The hydraulic conductivity of the soil decreases as

it dries out and consequently evaporation is limited. The relationship

between evaporation and available soil moisture is referred to here as

the soil extraction function and a relationship of the same form as the

transpiration relationship in fig. 7.3 is used, with the limiting moisture

content given by the field capacity 8-. Field capacity is not a separate

input parameter in the model but is set in the program according to soil

texture, using the trends given by Schulze (1983). The actual soil

evaporation calculated in this way is given the symbol E . Soil evapo-
s a

ration does not continue to an indefinite depth but ceases once the soil

has dried out down to a certain limiting depth below the surface, which

may range from about 150 mm in sand to 500 mm in clay (Scholes, 1989).

In the present model the top soil layer only is depleted by soil evapo-

ration.

Water loss from the three soil layers is therefore calculated as follows:

layer 1: ET loss = E + T k, (7.4a)
S3. 3.

layer 2: ET loss = T k2 (7.4b)
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layer 3: ET loss = T kj (7.4c)

7.1.4. Suppression by intercepted and ponded water

Blake (1975) noted that transpiration is suppressed during rain because

of the intercepted water as well as reduced solar energy, and evaporation

of intercepted rain water on foliage proceeds at the expense of

transpiration. Similarly the evaporation of water from the soil is sup-

pressed by ponded water on the surface. During and following a shower,

evapotranspiration losses are suppressed using a linear relationship af-

ter Al-Soufi (1987), in which the losses given by equations (7.4) above

are reduced by (1 - I/I ) where I/I is the ratio of intercepted water
c c

to interception capacity as dealt with in the next section. The same

relationship is used for the suppression of soil evaporation by ponded

water.

Total evapotranspiration loss in the current time interval At is the sum

of the losses in the three layers given by

Total ET loss = (E + T k, + T k2 + T k3)(l - I/I )At. (7.5)
Sa a a a C

7.1.5. Operation of evapotranspiration model

The component processes and sequence of computation are shown in fig. 7.4.

The input parameters consist of potential evaporation rate E , the leaf

area index and the root distribution. Potential evaporation may be as-

sessed using predictive equations or pan evaporation records. LAI depends

on plant growth stage, vegetation type and the season of the year. LAI

for a particular vegetation type may be measured using radiation-

detecting instruments or by measuring sample leaf surfaces, but this is

costly in a catchment study and published values may be resorted to as

given in Appendix A. For agricultural crops at different growth stages,

crop coefficients published by Green (1985) may be used to calculate

values of LAI from equation (7.1). LAI typically ranges from less than

1.0 for sparse vegetation cover to more than 3.0 for forests and full

canopy crops. In the Bethlehem case study in chapter 10, the seasonal

variations in vegetation cover of crops and grasses are taken into account

by employing monthly values of LAI.
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Figure 7.4: Flow diagram of evapotranspiration model.
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Figure 7.5: Sensitivity of simulated evapotranspiration losses

to leaf area index.

Rooting depths vary from less than a metre for small crops and grasses

to about 1.5 m for grassland and 4.0 m for forests (Scholes, 1989). Green

(1985) gives rooting depths for all agricultural crops grown in Southern

Africa, and Schulze (1984) presents guidelines for estimating root dis-

tributions for natural vegetation.

Fig. 7.5 shows curves generated by this model showing the effect of LAI

on total evapotranspiration loss for a i m thick soil mantle with 60 %

of the roots in the top 500 mm and a potential evaporation rate of 5

mm/day. The curves fall away sharply when plant stress sets in, and

evapotranspiration losses are higher for larger LAI-values because of a

more extensive transpiring surface. In the simulation program the

evapotranspiration sub-model is evoked immediately after the soil sub-

model to adjust soil moistures at every time step.
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7.2. INTERCEPTION

7.2.1 The interception process

As described by Gorgens (1978), there are two phases in the interception

process during a shower.of rain. The first involves the build-up of in-

tercepted water on the vegetation until capacity is reached. Water col-

lects in droplets and films on the surfaces of leaves, stems and branches.

If the shower continues long enough, the second phase will be entered when

the maximum surface storage capacity of the vegetation is exceeded and

the only interception loss is that required to balance evaporation loss

from the leaf surfaces. This process is represented by the interception

loss curve shown in fig. 7.6.

Cumulative gross
rainfall

Figure 7.6: Form of the interception loss curve

during a shower.

7.2.2. Predicting interception loss

The variables on which interception loss depends during a shower include

rainfall intensity, storm duration, evaporation, and vegetation type and

density. Current approaches to predicting interception losses can be

summarised as follows:
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(i) Average daily interception amounts

The simplest means of accounting for interception loss is to use average

daily values (mm lost/day) which depend on vegetation type and climate.

Typical values of daily interception losses for crops and natural vege-

tation have been published by de Villiers (1975) and Schulze (1984). The

ACRU (Schulze, 1984) and Pitman (Pitman, 1977) daily time increment models

are among those using this approach.

(ii) Regression correlations

Horton (1919) published a set of regression equations relating inter-

ception loss to gross rainfall for various vegetation types, and numerous

studies have since used this approach. The relationships are generally

either linear or logarithmic and often exhibit large amounts of scatter.

Jackson (1975) presented a correlation for a tropical rain forest in East

Africa, and showed that the data could be better represented as an

interception/storm-duration/rainfall-intensity diagram.

(iii) Models incorporating meteorological and vegetation data

Models in this category aim at reproducing the details of the interception

process, using meteorological data and vegetation characteristics. Two

well-known examples are the models of Rutter et al (1971) and Gash (1979)

which can reproduce measured interception amounts accurately but have a

large number of parameters requiring measurement or calibration.

In the present study, rainfall input consists of break-point data, and

time increments much smaller than one day are used to model short-term,

time-dependent processes such as infiltration and overland flow. Within

this context, a dynamic modelling of the interception process is clearly

preferable to the daily interception and regression approaches described

above. Schulze et al (1978) maintained that interception storage is of

sufficient importance in the- water balance to warrant the use of inter-

ception models in preference to gross daily interception amounts.

In this study a single dynamic interception store was adopted in prefer-

ence to the data-intensive Rutter- and Gash-type models. The model de-

scribed below is simple with easily-assessed parameters, but represents

the essential time-dependent aspects of the interception process. The
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Figure 7.7: Conceptual interception store.

use of a store is no less physically-based than models such as that of

Rutter et al (1971) which also employs interception stores.

7.2.3. Development of interception equations for the present study

The interception component of the simulation model is conceptually based

on a leaky tank analogy as illustrated in fig. 7.7. Input to the store

is rainfall, and the contents are constantly depleted by evaporation,

throughfall and stemflow. Evaporation is lost from the system, and

throughfall and stemflow constitute net rainfall. The store starts

filling up at the beginning of a shower until it is full (phase 1)

whereafter the evaporation rate determines the interception loss (phase

2). The depth of water in the store represents the amount of water cur-

rently retained on the vegetation, and the interception capacity I cor-
o

responds to the capacity of the canopy to retain water.

Linsley et al (1949) considered interception loss to consist of two com-'

ponents, namely that required to satisfy the surface storage of the veg-

etation, and that which evaporates during the period of rainfall. This

can be expressed as

I L B l s + E L (7-6)

where 1̂  is cumulative interception loss, and I and E. are cumulative

losses to vegetation storage and evaporation respectively. I corre-

sponds to the water level in the store. Linsley et al (1949) further

suggested an exponential relationship for the cumulative interception
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loss. Following this approach for the storage component I , eqn. (7.6)
s

can be written as

-kR/R
I L = I c ( l - e

 C ) + E L (7.7)

in which R is cumulative rainfall, R is the cumulative rain when the

store reaches capacity, and k is a dimensionless constant. In evaluating

the constant k, Linsley et al (1949) reasoned that for very short storms,

the interception should approach the rainfall, the limiting condition

being dl/dR equal to unity for R = 0. Differentiating eqn. (7.7) with

respect to R gives

-kR/R
dIT/dR = (I k/R )e + dET/dR. (7.8)
L c c L

Taking discrete time steps At, with the evaporation from the leaf surface

equal to the potential evaporation, the derivative dET/dR can be expressed

as (E At)/(iAt) or simply E /i. Setting dIT/dR = 1.0 and R = 0 in eqn.
P P L

(7.8) gives an expression for k as follows:

k = (Rc/Ic)(l " Ep/i) . (7.9)

Eliminating R/R from eqns. (7.7) and (7.8) and making use of eqns. (7.6)c
and (7.9) gives

dI_/dR = (1 - I /I )(1 - E /i) + E /i. (7.10)
li S C p p

Eqn. (7.10) can be used to evaluate the incremental interception loss

AIr by multiplying by the incremental rainfall AR falling in a time in-

crement At (i.e. AR = iAt):

= (dIL/dR)AR

" Ep/i)iAt + EpAt (7.11)

Eqn. (7.11) facilitates the computation of incremental interception loss

during any time increment, using the current status of the interception

store (I /I ), the gross rainfall rate and the potential evaporation.

Note that during phase 2 interception when 1 = 1 , eqn. (7.11) gives the
s c

interception loss as E At as expected.
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For continuity, the status of the interception store at the current time

interval (1̂ .) is related to the status at the previous time interval

Zt = Xt-At + AIL " AEL (7

where AET is the evaporation loss during the current time increment, equal

to E At. Combining eqns. (7.11) and (7.12), setting 1 = 1 (equivalent

to 0 = 0 in a Preissmann finite difference scheme), and solving for I

results in the following expression:

:t-At + A t ( i " Ep>
It = (7.13)

1 + (i - Ep)At/IQ

At equilibrium (phase 2 interception), it is expected that I = I . =

I . Substituting I for li._K+. reduces eqn. (7.13) to I = I as expected.

Net rainfall intensity is calculated from

i = i - AIT/Atn 1/
where i is the gross rainfall intensity measured by raingauges.

i = i - AIT/At (7.14)
n L

When i = 0, eqn. (7.11) is undefined. It is also not applicable at very

low rainfall rates when i < E , since the derivation is based on the as-
P

sumption that there is sufficient rain to be divided between interception

storage and evaporation. Under these conditions therefore the following

relationships are used in place of eqns. (7.11) and (7.13):

AIL = iAt (7.15)

It = It.At + At(i - Ep) (i < E p or i = 0) (7.16)

Eqns. (7.11) to (7.16) constitute the interception model used in the

hydrological simulation program. Any approximations introduced by de-

riving eqn. (7.11) from a theoretical relationship are outweighed by un-

certainties in interception capacity, evaporation rate and measured

rainfall.
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7.2.4. Application of interception model

Fig. 7.8 shows rainfall curves obtained using equations (7.11) to (7.14)

with constant rainfall and evaporation rates and assumed values of in-

terception capacity. Fig. 7.8(a) shows that the higher the rainfall in-

tensity, the shorter is the duration of phase 1 interception, because the

interception store fills more quickly. It also illustrates that inter-

ception is a more significant loss for low intensity rain than for heavy

storms. Fig. 7.8(b) and (c) show that the model is more sensitive to

interception capacity than to potential evaporation.

The interception capacity (I ) differs from one species of vegetation to
c

the next and also varies seasonally. De Villiers (1978) published in-

terception capacities ranging from 0.15 to 0.8 mm for a number of crops

at various growth stages. Interception capacities for grass are typically

1.0 to 1.2 mm (Chow, 1964) and for South African savanna about 1.25 mm

(de Villiers, 1982). Trees vary widely, with values of I commonly in

the range of 0.5 to 2.0 mm, although values of up to 6 or 8 mm have been

reported for mature, dense stands of trees and tropical forests (Zinke,

1967; Jackson, 1975; Horton, 1919). In Southern Africa, I varies typi-

cally from about 0.3 mm for sparse vegetation to 2.0 mm for dense vege-

tation. Guidelines for estimating interception capacities for different

vegetation types are given in the User's Manual (Appendix A).

7.3. SUMMARY

The routines used for computing evapotranspiration and interception

losses af each time step in the simulation program have been described.

The evapotranspiration component is based on canopy leaf area with ad-

justments for root distributions and limiting soil moisture conditions.

The equations used for calculating interception losses were derived using

continuity and an exponential relationship for cumulative interception

loss.
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Chapter 8: WATERVAL CATCHMENT

8.1 . CATCHMENT DESCRIPTION

Vaterval is a small research catchment, 75 ha in extent, situated on a

farm on the northern border of the Johannesburg metropolitan area. Veg-

etation is open grassland (veld) and scattered to dense clusters of trees,

mainly bluegums. A small amount of grazing is allowed, but the land is

generally unused. A few houses and an electrical substation on the

watershed encroach on the catchment, but the area covered by them is small

and does not detract from the rural nature of the area.

Figure 8.1: Map of Waterval catchment.
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There are no streams in the catchment, but as can be seen in fig. 8.1,

the ground slopes fairly uniformly down to a cut-off trench at the bottom

of the hills lope, which converges the storm runoff into a gauging weir

where flow is measured and channelled out of the catchment. Ground slopes

are about 5%. The underlying rock is granite, with soils of decomposed

granite overlain in places by transported soil of a higher clay content.

Waterval lies in a temperate climate with a mean annual precipitation of

740 mm. Most of the rainfall occurs in the summer months and is

characterised by sudden, sharp thunder storms. This, coupled with the

high infiltration rates of the sandy soils, results in low, sporadic

runoffs. Consequently the catchment is more suited to event modelling

than continuous modelling. The focus of this study is a 2-day, multiple

event occurring during the wet season of 1987. Features of particular

interest are rilling and interflow. Also illustrated in this study is

the spatial variation of rain on a small catchment.

8.2. DATA COLLECTION

The Waterval catchment is monitored by the Water Systems Research Group,

and rainfall and runoff data was obtained for the present study from this

data bank. Vegetation and soil data was collected for the present study

as described below.

The vegetation map in fig. 8.2 was compiled from aerial photographs and

site surveys. The northern part of the catchment is open veld with oc-

casional rock outcrops and localised clusters of heather bushes. The

remainder of the land has tree and grass cover with some dense groves of

trees, as seen in plate 8.1.

Soil profiles were studied from existing borehole data, and in addition

a soil survey was carried out to ascertain the soil textures of the

topsoil. Seventeen soil samples were taken from different locations

scattered over the catchment at depths up to 500 mm, and were analysed

using hydrometer and sieve tests to obtain their particle size distrib-

utions and hence the soil textures. Details of the test results and lo-

cations of the soil samples are given in Appendix D along with the
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Plate 8.1: General Waterval landscape.

borehole profiles. Most of the catchment was found to be loamy sand as

shown in fig. 8.3, with a small zone of very clayey soil around the

gauging weir. This clay layer could be seen from the borehole profiles

to penetrate about 4.5 m below the ground surface.

Borehole profiles and electrical soundings revealed soil depths of 3.5

to 4.0 m in the western and southern portions of the catchment, deepening

to 20 or 30 m in the central and northern parts. A perennial water table

lies well below the soil surface.

The monitoring instrumentation includes four tipping-bucket raingauges

to measure precipitation (plate 8.2) and a pressure transducer which

measures the water depth behind the gauging weir. The data is stored on

electronic data loggers and transferred via EPROMS to a microcomputer data

base. The locations of the raingauges and weir are shown in fig. 8.1.

The use of this data in the present study necessitated processing of the

raw data for the chosen simulation period, viz. screening, filtering and

re-formatting. A program was developed for re-formatting the rainfall
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Figure 8.2: Vegetation types of Waterval.

159



• Soil samples
o Boreholes

0 50 100 150 200 metres

Figure 8.3: Soil map showing positions of soil samples

and boreholes.

data in the format required by the simulation program, and is listed in

Appendix F.

The weir for measuring runoff at the catchment outlet is shown in plate

8.3. It consists of a V-notch for low flows surmounted by a portion with

vertical sides for higher flows. Using the guidelines of Ackers et al

(1978), the rating relationship for this configuration was established

as:

Q = 2.766 h2"5

Q = 2.766 (h2>5 - (h 0.373)2"5)

for h < 0.373 m

for h > 0.373 m

(8.1)

(8.2)

where h is the height of water above the bottom of the V (in metres) and

Q is the flow rate (in m3/s). A substantial pool of water can form behind

the weir during heavy rains, and so it was necessary to use the reservoir

routing facility of the simulation program to route runoffs through the
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Plate 8.2:

Raingauge instrumentation

in the catchment.

Plate 8.3: Measuring weir viewed from upstream side.
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Figure 8.4: Discretization of catchment for model simulations.

storage behind the weir. The following storage/stage relationship was

obtained by surveying the area prone to flooding behind the weir:

2.5S = 62.1 h

for storage S in m3 and h in meters.

(8.3)

Waterval has generally yielded low runoffs since its establishment as a

research catchment, but a large event was recorded in October 1987 which

was selected for this study. It constitutes a 2-day period of intermit-

tent rain with sharp peak runoffs and low baseflows.
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8.3. CATCHMENT DISCRETIZATION AND INPUT DATA

For application to the simulation program the catchment was discretized

into segments and elements as shown in fig. 8.4. Element boundaries

follow topographic contours and each of the segments 1 to 9 cascades onto

its respective downs lope segment. Segments 10 and 11 have nodal outflows

onto the weir, and runoff from segment 12 flows laterally into the cut-off

trench which is modelled as a small trapezoidal channel. Ground slopes

and areas were digitised together with the element and segment boundaries

from a topographical map.

Overland and vegetation input data were estimated by visual assessment

of the catchment and are tabulated in table 8.1. The Manning's roughness

coefficient of 0.15 for overland flow is the mean value recommended for

prairie or veld in Appendix A. Significant branched rilling occurs in

segment 11, and a large gully fed by rills drains segment 10 as shown in

plate 8.4. Using the guidelines developed in the rill study in chapter

4, width factors of 0.40 and 0.60 were selected for segments 10 and 11

respectively. The remainder of the catchment shows minor rilling for

which a width factor of 0.85 was used as shown in table 8.1. Interception

capacities of 1.25 and 1.0 mm were used for tree-cover and open grassland

respectively.

Table 8.2 shows the input soil data used in model simulations. Results

of geophysical investigations of Waterval (Antoine, 1989) showed that

about the top 250 mm of the soil governs the short-term response to rain.

Accordingly the top two soil layers in the model were set to a total

thickness of 250 mm representing the hydrologically active topsoil. The

lower soil layer was set at 1.0 m thick to accommodate saturated flow

without saturating to the surface. The clay region (segments 10 to 12)

were treated slightly differently as shown in table 8.2.

Soil groups were based on the results of the soil survey and correspond

to the soils shown in fig. 8.3. Hydraulic conductivity values of 60 and

2.3 mm/h were taken from the soil data of Rawls et al (1981) and corre-

spond to mean values for loamy sand and clay loam respectively. The deep

seepage was estimated by consulting records of water table levels for four
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Plate 8.4: Gully draining segment 10.

boreholes in the catchment. Assessing the rise and drop of the water

table during wet and dry periods, the percolation of infiltrated water

to the water table was estimated for the four boreholes as 0.55 mm/h, 0.61

mm/h, 0.62 mm/h and 0.68 mm/h respectively. An average value of 0.60 mm/h

was therefore assumed as deep seepage from the lower soil layer.

Evapotranspiration was not modelled in this study because of the rela-

tively short duration of the simulation. Potential evaporation for the

interception store was taken from regional monthly records, and allowing

for a reduction due to cloud cover was set at 2 mm/day.

The data shown in tables 8.1 and 8.2 was used to generate the results

presented below without adjustment or calibration.
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Table 8.1: Overland and vegetation data used in the

Waterval study.

Segment

1

2

3

4

5

6

7

8

9

10

11

12

Manning's n

0.15

0.15

0.15

0.15

0.15

0.15

0.15

0.15

0.15

0.15

0.15

0.15

Width

factor

0.85

0.85

0.85

0.85

0.85

0.85

0.85

0.85

0.85

0.40

0.60

0.85

Interception

capacity (mm)

1.25

1.25

1.0

1.25

1.25

1.0

1.25

1.25

1.0

1.25

1.0

1.0

Table 8.2: Soil data used in the Waterval study.

segments soil layer soil permeability deep seepage

layer thickness (mm) group* (mm/h) (ram/h)

1 -

10 -

soil

9

12

groups:

1

2

3

1

2

3

2

7

100

150

1000

250

250

1000

= loamy sand

= clay loam

2

2

2

7

7

7

60

60

60

2.3

2.3

2.3

0.6

0.6

0.6

0.6

0.6

0.6
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8.4. STORMFLOW MECHANISM AND ANTECEDENT MOISTURE

CONDITIONS

Model simulations and site surveys quickly identified the primary mech-

anisms of stormflow production at Waterval. Hydrologically the catchment

can be divided into three zones:

(i) Upper catchment (segments 1 to 3 in fig. 8.4): This area offers

virtually no contribution to stormflow because of the sandy soils as well

as low soil moistures resulting from downs lope seepage between rain

events.

(ii) Mid portion (segments 4 to 6): There is little runoff from this area

because of moderate to high infiltration rates, also related to soil

moisture.

(iii) Lower zone (segments 7 to 12): This is the source area for storm

runoff, because the clay region (segments 10, 11 and 12) has low infil-

tration rates, low permeability and high moisture retention, and blocks

downslope soil moisture seepage from segments 7, 8 and 9, creating a zone

of high soil moisture which acts as a primed source area for storm runoff.

The presence of the clay region also results in exfiltration from segments

7, 8 and 9, since the downslope seepage of soil water after a storm is

interrupted by the low-permeability clay and forced to the surface.

Significant amounts of exfiltrating water have been observed shortly af-

ter a storm, apparently emerging from the ground at the approximate

junction of segments 7, 8 and 9 with segments 10, 11 and 12.

Probably more than 90% of the storm runoff comes from area (iii), with a

prolonged baseflow/interflow contribution resulting from exfiltration of

soil water accumulated in areas (ii) and (iii).

As the present study follows an event-mode11ing approach, setting up the

antecedent moisture conditions at the start of the simulation is of par-

ticular importance. Some rain had been recorded in the weeks preceding

the event, suggesting damp soil conditions. A certain amount of trial

with different antecedent moisture conditions was necessary. Using the

information presented above on the stormflow mechanism as a guideline,

antecedent soil moistures were finally assigned such that the source area

was saturated and upslope soil moistures decreased according to the linear
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Figure 8.5: Soil moisture plots
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variation of the ratio of upstream contributing area to local ground slope

(a/s) as discussed in chapter 6 on subsurface processes. The resulting

spatial variation in antecedent moistures is represented graphically in

fig. 8.5(a) in which the intensity of shading represents the average

moisture content in the topsoil (soil layers 1 and 2 ). Having set the

antecedent moistures at the start of the simulation, they were not arti-

ficially re-set for any of the subsequent runoff peaks in the two-day

simulation period, but the model was left to simulate continuously the

above- and below-ground hydrological conditions for the full two-day pe-

riod.

8.5. SIMULATION RESULTS

Simulation was started at 15:35 on 26/9/1987 at the start of a major

storm, and terminated at 12:00 on 28/9/1987. The period modelled starts

with a large storm followed by intermittent rain. The spatial distrib-

ution of rain was found to vary considerably despite the small size of

the catchment. This is illustrated in table 8.3, taken from the first

storm in the simulation. Shown here are the rainfall intensities allo-

cated to each segment by the interpolation procedure of the model, in-

terpolating between the four raingauges at each time step. It can be seen

here that there are significant differences in rainfall between the top

and bottom of the catchment. Furthermore on examination of this table

the storm can be seen to be moving uphill over the catchment. For the

first 20 minutes the highest intensities are at the bottom of the

hillslope (segments 10 to 12), but this bias first equalises and then

shifts somewhat to the top (segments 1 to 3) as the storm proceeds.

Changes in soil moisture during this storm are seen in fig. 8.5 showing

soil moisture plots generated by the model before and after the first

storm. Soil conditions at the end of the storm show a general increase

in soil moisture over the catchment relative to the antecedent conditions,

although the source area has remained relatively unchanged.

Fig. 8.6 was plotted using the hydrograph plotting facility "HYDRO" of

the simulation program (described in Appendix A). Fig. 8.6(a) shows the

runoff hydrograph generated by the simulation model for the input data
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Table 8.3: Rainfall intensities (mm/h) interpolated by the simulation

program from the raingauge data.

Segment Time

1

2

3

4

5

6

7

8

9

10

11

12

15:40

0.9

2.0

1.1

0.3

0.1

0.9

1.8

2.0

2.2

2.3

2.4

2.4

15:45

6.9

8.8

8.7

5.5

3.4

14.6

28.4

31.2

35.4

36.8

38.2

38.1

15:50

21.4

17.7

18.3

23.2

22.0

25.5

38.5

40.4

43.3

44.5

45.5

45.3

15:55

44.8

50.9

51.6

41.2

39.4

52.6

57.9

59.9

63.1

63.8

64.7

64.6

16:00

62.8

77.2

75.0

54.7

52.1

72.8

77.4

80.1

84.4

85.1

86.2

86.2

16:05

64.1

53.6

65.8

68.8

69.2

70.0

67.5

67.5

67.4

67.2

67.2

67.2

16:10

43.5

35.9

43.0

47.1

47.6

45.8

44.2

43.9

43.5

43.3

43.2

43.2

16:15

24.7

7.6

12.9

34.0

36.6

16.2

11.3

8.7

4.3

3.7

2.6

2.6

16:20

1.2

1.2

1.2

1.1

1.2

0.9

0.5

0.4

0.3

0.3

0.2

0.2

and antecedent moisture conditions described above. A very good fit with

the observed hydrograph is clearly evident on all except the last peak.

The rainfall hyetograph is shown in this figure as a spatially average

rainfall for the catchment. The input data was not calibrated in order

to obtain this fit, apart from experimenting with different antecedent

moisture conditions.

A better understanding of the runoff can be gained from looking at a plot

of the flow depth over the weir, which is shown in fig. 8.6(b). Because

of the V-portion of the measuring weir, low flows that are too small to

be visible on the runoff hydrograph plot can be studied on the flow depth

plot. Fig. 8.6(b) shows a prolonged baseflow lasting for a number of

hours after every shower. This is caus'ed by the interflow described pre-

viously, and as can be seen here the model has failed to predict it.

Although this would appear to be a major omission on first glance, the
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Figure 8.6: Simulation without interflow. (a) Runoff hydrograph.

(b) Depth over weir.
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magnitude of this baseflow is very low - about 50 mm over the weir which

is approximately 0.0015 m3/s.

The following procedure was employed for modelling the interflow compo-

nent. Using the lower soil layer to model downs lope seepage of water,

exfiltration was forced at the junction of segments 7, 8 and 9 with seg-

ments 10, 11 and 12, where it has been observed to occur in the field.

Then holding all other input parameters constant, the saturated

conductivity of this soil layer was altered by trial until the correct

interflow was simulated. The final solution is shown in fig. 8.7(b) with

the corresponding runoff hydrograph in fig. 8.7(a), using a permeability

of 900 mm/h for the lower soil layer and modifying the deep percolation

from the clay region (segments 10 to 12) to 0.3 mm/h. No other changes

were made to the input data and the same antecedent moisture conditions

were used as previously. In fig. 8.7 it can be seen that the interflow

has been successfully modelled. It should be noted that introducing

interflow into the simulation is more complex than superimposing a

baseflow onto the surface runoff, since exfiltrating water flows over the

clay segments (10, 11 and 12) and hence is interactive with the overland

routing.

The time increments used in this simulation are shown graphically in fig.

8.8, in which the time increment is plotted as a logarithmic ordinate.

Small time increments of 5 minutes were used during moderate to high in-

tensity rain, increasing to larger time increments for light rain and for

modelling the recession limbs of surface runoff.

Statistical measures of fit for the simulated and recorded hydrographs

were computed using equations given in Appendix C, and are shown in table

8.4. The coefficient of efficiency is a dimensionless measure of fit for

hydrograph shape, and lies close to 1.0 for a good fit. The reduced error

of estimate tends towards zero as a fit improves. Both of these statis-

tics show good overall model results with slight improvement when the

interflow is correctly simulated.

For comparison of the simulations with and without interflow, the sum of

squared and log residuals were computed. These statistics can only be
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Figure 8.7: Simulation with interflow. (a) Runoff hydrograph.

(b) Depth over weir.
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Figure 8.8: Graphical representation of time increments used in

simulation.

used for comparative purposes since they are dimensional and depend on

the length of record and number of ordinates used. The sum of squared

residuals is biased towards large events and therefore shows only a slight

improvement when the interflow component is modelled. The log residual

is similar to the squared residual but incorporates the logarithms of

simulated and recorded hydrograph ordinates, thus emphasising low flows.

This statistic shows a dramatic improvement here when interflow is mod-

elled.

8.6. DISCUSSION OF RESULTS

Good hydrograph fits for surface runoff have been presented above without

any calibration of input data, using soil properties, overland and vege-

tation parameters assessed from site surveys and available information.

However, calibration was required in order to model the interflow compo-

nent because of unknowns in the subsurface environment, soil inhomogene-

ities and other features affecting interflow. Although the value of
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Table 8.4: Statistics of hydrograph fit.

Statistic Simulation Simulation

without interflow with interflow

Coefficient of efficiency 0.827 0.834

Reduced error of estimate 0.416 0.408

Sum of squared residuals (mJ/s)2 2.80 2.69

Sum of log residuals (Iog(m3/s))2 1533 104

900mm/h for permeability in the soil layer responsible for interflow is

physically unrealistic, it has to account for unknown effects of factors

that influence soil seepage, such as soil layering, piping and a hydraulic

gradient that may differ from the ground slope. This study shows that

on a small catchment where it is possible to collect detailed soil, veg-

etation and channel data, a distributed, physically-based model can re-

produce surface runoffs well without having to calibrate sensitive

parameters, although calibration may be required for unknown antecedent

moisture conditions and for modelling delayed flows.

The Waterval study has illustrated a number of features of the simulation

program developed in Section A, including the element discretization

method, spatial variation of rainfall, the use of a variable time incre-

ment, the channelisation factor for rilling, the hydrograph plotting fa-

cility, and graphical representation of spatially variable parameters

such as soil moistures. Model applications in which longer periods are

simulated are presented in the following two chapters.
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Chapter 9: THE ECCA CATCHMENT

The Ecca is a small, semi-arid research catchment on a tributary of the

Ecca River in the Eastern Cape. The simulation model was used for a

continuous simulation of a four-month period, focusing on two major storm

events, and treating the runoff data as a split sample for calibration

and verification. The results are compared with those of other models

used in previous modelling studies of the Ecca. The role of model cali-

bration brought up in the Waterval study is further discussed in this

chapter. Features of particular interest in this study are the influence

of geology on runoff, and the effect of spatial soil variations on runoff

and source areas.

9.1. GENERAL DESCRIPTION OF THE ECCA BASIN

The location of the 9,1km2 catchment is shown in fig. 9.1. Gorgens (1983)

and Schultz (1988) provide information on the climate, vegetation and

physical features of the area. The climate is harsh with extreme tem-

peratures. The mean annual precipitation is about 480 mm, and mean annual

evaporation from a free water surface is 1360 mm. Summer rainfall is

generally caused by convection thunderstorms, whereas winter rain is as-

sociated with large-scale frontal systems. On average about 100 rain days

occur per year, although many of the days produce no measurable runoff

because of the dry soil conditions. All the streams are ephemeral with

an average of three to four discrete runoff events per year.

The relief is characterised by steep hillslopes and narrow valley bottoms

as seen in fig. 9.2. Slopes on the hillsides are up to 40% but are more

gentle on the hilltops and the area surrounding the lower reaches of the

main stream.

The vegetation in the Ecca region is Karoo Bushveld consisting of tall

sub-succulent bush thinning to low succulent shrubs on the flatter areas.

Dense thickets of succulent and thorny bushes are interspersed with low-

growing shrubs and grass with a fair proportion of bare ground throughout
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INDIAN

Figure 9.1: Location map of

the Ecca catchment.

02 O.t 0-6 OS 10 km

Main streams

Minor streams

Topographical contours

Streamgaugt

Ramgaugt

Figure 9.2: Relief map showing instrumentation.

the year. The only land use is small livestock farming which is practised

in a stable manner. The vegetation is not very sensitive to grazing and

does not undergo appreciable changes between seasons.

The geology consists of alternating bands of tillite, shale and sandstone

dipping northward at about 40°. South facing hillsides therefore slope

against the dip of the strata and form scarp slopes, while the opposite
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Figure 9.3: Geology map showing dip and scarp slopes

(after Schultz, 1988).

hillsides slope with the strata (dip slopes). These features are illus-

trated in fig. 9.3. Soils are shallow, stony and of irregular depth, and

rock outcrops are common. The soils in the valley bottoms near the main

tributaries are of more alluvial origin.

Three autographic raingauges are located in this catchment as shown in

fig. 9.2. Streamflow is measured by a multiple-notch, sharp-crested weir

with continuous stage recording. Precipitation and streamflow are moni-

tored by the Hydrological Research Unit at Rhodes University, who provided

the data for this study.
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9.2. PERIOD SIMULATED

Two major runoff events in July and August 1979 dominate the runoff record

of the catchment. Both of these events were caused by frontal storms

lasting several days and producing multiple-peaked hydrographs. A four-

month continuous simulation was run from May to August 1979 incorporating

these two events. The rainfall and runoff data for the period simulated

are shown in fig. 9.4. The first 2\ months served as a "warm up" period

to set the antecedent moisture conditions for the July event. The re-

mainder of the data was treated as a split sample. Those model parameters

requiring calibration were calibrated on the July event, and then the

calibration was checked on the August event. Although there is no runoff

between the two events, the intervening period is very important for de-

termining the soil moistures for the August event. The use of continuous

simulation mode obviates the necessity of estimating antecedent moisture

conditions for each event.

9.3. INPUT DATA

The data needed for model input was assembled from studies of the Ecca

region by Roberts (1978), Gorgens (1983) and Schultz (1988), as well as

additional information provided by the staff monitoring the catchment.

The model parameters can be divided into two categories as shown in table

9.1, namely those that could be adequately defined from available data

and those requiring calibration. Those in the first category were not

adjusted at all during model runs whereas the calibrated parameters were

adjusted using available data as guidelines. Sensitive parameters were

defined separately for each element, but for less sensitive parameters,

average values were assigned to each segment.

9.3.1. Catchment discretization

The discretization of the catchment into segments and elements is shown

in fig. 9.5. Segment boundaries are positioned so as to separate dip and

scarp hills lopes. The shaded elements in fig. 9.5 were shaped so as to

enclose the flat alluvial areas adjacent to the major tributaries, since
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Table 9.1: Calibrated and uncalibrated model parameters,

Un-calibrated parameters

overland Manning's n
channelisation factor
ground slopes
leaf area index
proportion of roots
interception capacity
channel Manning's n
channel widths
channel bed slopes

Calibrated parameters

soil depths
soil permeability
deep percolation

N

02 04 0.6' 0.8 10 Km

Segment Boundaries

Element Boundaries

— ^ — Mam Streams showing
channel numbering

©5) Segment number

Shaded elements are flatter
stream-side regions

Figure 9.5: Discretization of catchment into segments and elements.
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Table 9.2: Evaporation data (after Gorgens, 1983).

Month A-pan evaporation pan factor potential evaporation

(mm) (mm)

May 1979
June

July

August

91

83

86

92

0.74
0.74

0.74

0.72

67

61

64

66

1.0 km

Figure 9.6: Vegetation density map (Roberts, 1978)
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the soil properties in these these areas differ from those on the

hillslopes.

9.3.2. Potential evaporation

Monthly A-pan evaporation values were taken from Gorgens (1983). Poten-

tial evaporation values for use in the simulation model were obtained by

applying regional pan factors as shown in table 9.2.

9.3.3. Overland and vegetation parameters

Table 9.3 shows values of overland and vegetation parameters used in the

simulation. The channelisation factors in the second column were assigned

to each segment using the guidelines developed in the rill study (chapter

4). Their primary purpose here is to account for the streamlets and

gullies that were not modelled as separate channels for the sake of com-

puting economy. A Manning's coefficient of 0.35 was used for overland

flow, based on the recommendation of Gorgens (1983) of 0.30 to 0.40 for

the Ecca terrain.

The interception capacities and leaf area indices shown in table 9.3 were

assessed using the vegetation density map shown in fig. 9.6 compiled by

Roberts (1978). Vegetation densities are designated by two letters, the

first referring to ground cover and the second to canopy. Following the

approach of Schultz (1988), interception capacities (I ) were calculated
c

using a weighted average of the ground and canopy values, according to

the equation:

W = 0.33G + 0.67C (9.1)

where W = weighted interception capacity

G = interception capacity of ground cover

C = interception capacity of canopy.

Using values of 0.3, 1.2 and 2.0 mm for sparse, medium and dense condi-

tions respectively, and averaging further when several densities occur

in one segment, the values of I shown in table 9.3 were obtained.
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Table 9.3: Overland and vegetation parameter values.

Segment

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

Channelisation

factor

0.95

0.95

0.95

0.70

0.95

0.95

0.95

0.60

0.75

0.95

0.85

0.85

0.95

0.95

0.85

0.80

0.95

0.80

0.80

0.95

0.85

0.79

0.88

0.95

Manning's

coefficient

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

0.35

I
c

(mm)

0.8

1.7

1.7

0.8

0.9

0.9

1.3

0.8

0.8

1.4

1.6

1.2

1.5

1.5

1.3

1.2

1.2 .

1.3

1.0

1.2

0.4

0.9

0.4

0.9

LAI

0.7

1.6

1.6

0.8

0.7

0.7

1.5

0.8

0.9

1.6

1.4

0.8

1.2

1.1

0.9

0.9

0.8

1.3

0.7

0.8

0.5

0.7

0.5

0.7

Root

distribution*

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

60/40

Ratio of roots in the first and second soil layers.

The same procedure was used for assessing leaf area index. Values for

sparse, medium and dense vegetation are suggested in the User's Manual

(Appendix A). Since vegetation in the Ecca is adapted to semi-arid con-

ditions with small leaves, thorns, succulent morphology and stunted
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Broken, rocky
ground with high
infiltration rates.

Scarp slope

More even surface
with better soil
cover and lower
infiltration rates.

Oip slope

Figure 9.7: Schematic diagram of a valley cross section illustrating

differences between the dip and scarp slopes.

growth (Schultz 1988), slightly reduced values of leaf area index were

used as follows:

sparse: 0.4

medium: 0.8

dense: 2.0

These values were used in an equation of the form of equation (9.1) to

obtain the leaf area indices shown in table 9.3.

It was found that estimates of the root distribution in the soil based

on recommendations of Schulze (1984) were similar for the different veg-

etation groups shown in fig. 9.6, so a representative distribution of 60%

roots in the upper soil layer and 40% in the second layer was used for

the whole catchment.

9.3.4. Soil properties

In the assessment of infiltration rates and soil conditions, the dip of

the underlying rock is an important feature. On the scarp slopes the

ground is broken by end-on outcrops of the sloping rock layers. Soil is

very shallow on these slopes and infiltrating water is carried away rap-

idly by the fractured rock. Infiltration rates are therefore very high,

and steady infiltration rates of up to 173 mm/h have been measured by

Moolman (1985). The dip slopes on the other hand exhibit slightly deeper
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soil with lower infiltration rates as a result of fine soil texture or

surface sealing.

These features are illustrated in fig. 9.7. It has been observed that

during storms the scarp slopes may not contribute at all to runoff, all

the surface flow coming from the dip slopes (Hughes, 1990). A separation

of the dip and scarp slopes is therefore very important when applying a

distributed model to this catchment.

Most of the soils in the Ecca can be classified as Mispah, which is

shallow soil on rock. Soil depths and textures are highly variable be-

cause of badly weathered rocks. Soil depths and properties must therefore

of necessity be average values using field observations as a guideline.

No detailed mapping of the Ecca soils has been carried out, and the fol-

lowing guidelines obtained from staff familiar with the catchment de-

scribe the general patterns of soil depths:

o Scarp slopes: very shallow soil, less than 300 mm.

o Hill tops: somewhat deeper soils, up to 600 mm in places, with a

possible average of 400 mm.

o Dip slopes and valley bottoms: Highly variable depth, 0 - 400 mm,

typically 300 mm.

The soil permeability was found to be a sensitive parameter influencing

infiltration rates and therefore peak runoffs. Because of the highly

variable nature of the soils, combined with inaccessibility of many

catchment areas because of the rough terrain, a detailed mapping of in-

filtration rates measured in the field is difficult. Table 9.4 is a

summary of the trends discernible from soil samples collected over

portions of the catchment by Schultz (1988). The permeability-ranges in

column 3 are taken from the data of Rawls et al (1983) given in Appendix

A.

In addition to the differentiation between dip and scarp slopes, further

differentiation between hilltops, hillsides and valley bottoms is clearly

important. Based on the soil depth and texture trends discussed above,

four different soil zones were used in the model simulations, as shown
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Table 9.4: Trends observed from soil samples collected by Schultz (1988).

Infiltration

potential

Texture* Permeability Occurrence

low

medium

high

SC/CL

SL

LS/SL

1.0

20 -

20 -

- 3.

40

100

3 mm/h

mm/h

mm/h

regions adjoining streams

hillslopes

hilltops & scarp slopes

* S = sand; C = clay; L = loam.

Table 9.5: Values of soil parameters used in Ecca simulation

parameter zone 1 zone 2 zone 3 zone 4

(scarp slopes) (hill tops) (dip slopes) (valley bottoms)

Thickness of 1st 100
soil layer (mm)

Thickness of 2nd 100
soil layer (mm)

Thickness of 3rd 1000
soil layer (mm)

200

200

116

150

*soil groups: 2 = loamy sand

3 = sandy loam

9 = sandy clay

Values obtained by calibration are shown in italics.

100

150

Soil group*

Permeability of
topsoil (mm/h)

Permeability of
3rd layer (mm/h)

Deep seepage,
k- (mm/h)

2

60

5000

0.001

2

60

-

60

3

30

-

0.27

9

3

-

0.01
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Figure 9.8: Soil zones in the Ecca study.

in fig. 9.8. Different sets of soil properties were assigned to each of

the soil zones, and the values of the parameters including final values

of calibrated parameters are shown in table 9.5. During model calibration

the permeabilities were varied in the ranges shown in table 9.4, finally

converging on the calibrated values given in table 9.5.

Long recession flows occur in the Ecca after major events. Areas of

saturated alluvium seeping into the streams are very limited, and clearly

the thin soils could not contribute significant seepage to streamflow.

The probable cause of the recession flows is therefore thought to be the

highly fractured rock and high relief of the catchment (Hughes, 1990).

Infiltrated water seeping into the rock emerges lower down in the streams.

Strictly speaking this is not ground water flow because it is not asso-

ciated with a water table. However it could be modelled using any delay

function with calibrated parameters, and in this study the third soil

layer was used to model the source of recession flows. Only the scarp
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Table 9.6: Channel properties

Channel

1

2

3

4

5

6

7

8

9

10

11

12

Manning's n

0.047

0.067

0.045

0.072

0.075

0.072

0.057

0.067

0.072

0.072

0.063

0.063

slope

0.083

0.050

0.080

0.072

0.095

0.036

0.088

0.095

0.067

0.042

0.025

0.022

base-width

(mm)

300 .

500

200

900

400

900

500

500

900

900

1500

1500

bank slope

45°

45°

45°

60°

60°

60°

45°

45°

60°

60°

60°

60°

length

(m)

650

1200

500

890

1320

1170

1010

700

700

560

1370

1200

slopes were used for this purpose since they are probably the main con-

tributors to recession flows because of their geological structure and

high infiltration rates. The calibrated permeability of 5000 mm/h in

table 9.4 is unrealistically high for soils because it has to cater for

water movement through fractured rock. The third soil layer was not used

elsewhere in the catchment because of the thin soil mantle.

The deep percolation (k_) values in table 9.5 were calibrated to drain

the soil profile at a controlled rate governing the soil water retention.

Calibration was necessary for some of the soil depths and deep percolation

rates because these parameters determine the rate at which the soil fills

and drains during a simulation, which in turn affects infiltration rates.

9.3.5. Channel properties

Channel flow parameters are shown in table 9.6, in which channel numbering

is taken from fig. 9.5. Manning's roughness coefficient and stream width

were taken from the channel survey conducted by Schultz (1988). Bed
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slopes and channel lengths were obtained from a topographical map. Bank

slopes of 45° and 60° were assumed for the small and large streams re-

spectively, because the use of vertical banks was found to result in un-

reasonably high water depths.

9.3.6. Time increments

A time increment file was set up by consulting the rainfall and runoff

records for the period simulated. Time increments of 10 to 15 minutes

were used during rainy periods and over hydrograph peaks. This was in-

creased to 30 minutes on the falling hydrograph limbs, and progressively

increased up to 4 or 6 hours on the baseflow portions. Time increments

from 1 to 5 days were used during dry periods.

9.4. SIMULATION RESULTS

The simulation results for the July and August events are shown in fig.

9.9. The calibrated flows (July events) show well-reproduced peaks. The

runoff volume on the 24th of July is somewhat under-predicted, with a

volumetric error of -27%. The second half of the split sample, namely

the uncalibrated simulation of the August event, shows generally good

agreement between measured and simulated hydrographs, although the peaks

are somewhat over-estimated and the volume is again slightly under-

estimated. The simulation had to be terminated on the 22 August because

of missing raingauge data. Statistics of hydrograph fit will be discussed

when comparing with other models.

The runoff mechanism of the basin can be described as follows:

o Response to light rain comes mainly from the alluvial valley bottoms.

During- heavy rains these bottom lands also respond before the

hills lopes do because of their lower infiltration rates.

o During heavy rains, stormwater cascades down gullies on the steep

valley sides of dip slopes.

o The scarp slopes offer little or no contribution to runoff because

of high infiltration rates. However, they are important for replen-

ishing the sources of delayed'flow.
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hydrographs for July and August events.



Figure 9.10: A time-lapse view of the Ecca basin showing plots of surface

water generated by the model at various stages during the event on 21 July

1979.



These features are reflected in fig. 9.10 which shows sample plots of

surface runoff at various stages during the simulation. These plots were

generated by the simulation program using the facility to depict graph-

ically the spatial distribution of a parameter by shading individual el-

ements according to the relative magnitude of the specified parameter.

Fig. 9.10 illustrates that the source area of a catchment is not only

determined by antecedent moisture conditions but by the spatial distrib-

ution of soil properties as well.

9.5. COMPARISON WITH OTHER MODELS

Gorgens (1983) applied three hydrological models to the Ecca catchment.

As in the present study, the models were calibrated on recorded

streamflows in continuous simulation mode, so the results of the two

studies are comparable.

The three models used by Gorgens (1983) were PITH, PITR and the Stanford

Watershed Model. PITH and PITR are two derivatives of the Pitman model

(Pitman, 1977; Pitman and Basson, 1979), which is a suite of programs that

can operate on a monthly, daily or hourly basis. The original Pitman

model is structured around 4 vertically aligned moisture stores, namely

interception, depression storage, soil moisture and ground water. Em-

pirical functions are used for soil moisture budgeting and computation

of streamflows, with non-physically-based parameters that require cali-

bration. It has been extensively used in Southern Africa for flood

forecasting and water resource studies with considerable success.

PITH is a version of the hourly Pitman model with certain modifications

described by Gorgens (1983), which essentially are improvements to the

evaporation, soil moisture, runoff and interflow components. In addi-

tion, PITR incorporates a re-infiltration of depression storage so as to

allow for the infiltration of ponded water as well as incident rainfall

during each time step. In the Ecca application, Gorgens used PITH and

PITR in conjunction with the daily Pitman model so that the hourly time

step used for simulating storm events could be relaxed to daily time steps

between events.
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The Stanford Watershed Model (Crawford and Linsley, 1966) is a well es-

tablished, versatile simulation model, and was chosen by Gorgens (1983)

as a "base-line" with which to compare the performance of the modified

Pitman models on the Ecca. It is more complex than the Pitman models,

has a greater number of parameters, and is more physically-based in that

Manning's equation is used for overland flow. The other hydrological

processes are represented by conceptual moisture stores as in the Pitman

approach. The model is thus a combination of physically-based components

and empirical functions requiring calibration. In the Ecca application,

the catchment was not divided into subareas but was treated by Gorgens

(1983) as a lumped catchment for the Stanford Watershed and the Pitman

models.

Gorgens (1983) presented his results as distinct runoff events, and for

the purpose of comparison with this study, three events are defined:

event 1: 20-22 July

event 2: 24 - 25 July

event 3: 20 - 21 August

The simulation results of the present study, are compared with those of

PITH, PITR and the Stanford Watershed Model in figs. 9.11 and 9.12.

Statistics of fit for all 4 models are shown in table 9.7 for each event.

On the first two events the present model shows excellent fits on the

peaks, somewhat under-estimated volumes and a good coefficient of effi-

ciency. For event 3 (the uncalibrated event) the errors on the peak and

volume mentioned previously are quantified. The statistics for the

present model generally compare favourably with those of the other 3

models. In terms of overall performance the present model performs best

on peaks and coefficient of efficiency, followed closely by the PITR

model. None of the models performs consistently well with respect to

volumes.
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Table 9.7: Statistics of fit between observed and simulated hydrographs.*

event

1

2

3

statistic

peak error (%)

volume error (%)

HCE**

peak error (%)

volume error (%)

HCE

peak error (%)

volume error (%)

HCE

present model

1

-8

0.84

8

-27

0.72

29

-14

0.71

PITR

-29

-18

0.76

-7

32

0.61

19

4

0.85

PITH

32

3

0.78

18

40

0.21

68

28

0.34

SWM

-5

9

0.67

23

31

0.32

67

-8

0.43

* Statistics are defined in Appendix C

** Hourly coefficient of efficiency

9.6. APPRAISAL OF THE ECCA STUDY

The comparison with three non-physically-based models reflects a definite

although not appreciable improvement on simulated streamflows when using

the present model. It therefore cannot be concluded from the results of

this study that a physically-based model will necessarily give better

streamflow simulations than a simpler, empirical model. However, this

study illustrates a number of other advantages of a distributed,

physically-based model over a lumped model with non-physically-based pa-

rameters. A physically-based model can provide more information about

the flow processes within a catchment, such as the spatial distribution

of surface runoff presented in this study (fig. 9.10). This can enhance

the understanding of the runoff mechanism of a catchment. Other advan-

tages are a large reduction in the number of parameters requiring cali-

bration, as illustrated in table 9.1, and that the physical basis of the

parameters fascilitates estimation of their probable range.
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Model calibration was used more in this study than for the Waterval

catchment, where it was only required for the interflow component. Both

surface and subsurface flows required calibration in the Ecca study. This

is partly because of unknown soil characteristics and a greater degree

of lumping than in the smaller Waterval catchment. It is also related

to the interaction between soil parameters (which generally require cal-

ibration) and surface runoff in a continuous simulation. The soil pa-

rameters determine how quickly the soil saturates and drains, which in

turn influences infiltration rates and hence surface runoff.

Despite the physical basis of this model, it was found that simulation

results can be particularly sensitive to the soil parameters that require

calibration. When soils are shallow as in the Ecca, results are espe-

cially sensitive to the soil depth and deep percolation rate, which de-

termine the storage capacity and drainage rate of the soil respectively.

These parameters are difficult to measure and may vary considerably within

a small area. However, such parameters are not unique to the present

model, for example the physically-based ANSWERS model (Beasley et al,

1977) uses an infiltration control zone depth, which determines the

moisture storage capacity of the soil, and the Pitman model uses ST, the

maximum soil moisture capacity, and FT, the maximum soil moisture

percolation rate governing the drainage of the soil.

The Ecca catchment exhibits considerable spatial variations in soil con-

ditions and ground slopes, with geology playing an important influential

role. These features have a significant influence on the runoff charac-

teristics of the catchment, and the distributed, physically-based ap-

proach of the present model is well-suited to this type of application.
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Chapter 10: BETHLEHEM CATCHMENTS

The Bethlehem research catchments lie in the upper reaches of the Wilge

River in a farming area near Bethlehem in the Orange Free State, as shown

in fig. 10.1. The three nested catchments used in this study range from

83 km2 to 372 km2 in size, and are monitored by the Department of Water

Affairs for rainfall and streamflow. Two 6-month summer seasons were

studied here using the model to reproduce the recorded streamflows for

each season. The 1981/82 season was used for model calibration, and the

wetter 1980/81 season was reserved for verification.

A large number of farm dams and naturally occurring pans are interesting

features of this study, and the effects of various hypothetical land use

changes are considered.

10.1. CATCHMENT DESCRIPTION

The main sources of information about the Bethlehem catchments are the

research reports of Mason-Williams (1984) and Kennedy (1981). The nested

catchments are shown in fig. 10.2 and cover the following areas:

C8M12: 372 km2

C8M13: 251 km2

C8M25: 83 km2

The mean annual precipitation in the area is 676 mm, with about 80%

falling in the summer months (October to March). The mean annual runoff

at gauge C8M12 is 5 million m3.

The region is characterised by gently undulating topography with slopes

generally less than 3% and rarely exceeding 12%. A river network with

many deeply incised channels drains the area, with intermittent

streamflow through most of the network. Geology consists of mudstones

in the east, sandstones in the central regions and mudstones with

sandstone bands in the western parts. The presence of dolerite dykes and
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Figure 10.1: Locality map

of Bethlehem catchments.

C8M12

LEGEND

A Raingauge
o Farm dams

0> Natural pans

Contour interval 60m

Figure 10.2: Nested Bethlehem catchments.
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sills and sandstone bands in the impermeable mudstone, allows seepage to

a deeper water table, although seepage from the sandstone outcrops reaches

the rivers as delayed flow. Borehole data indicates that the subsurface

drainage pattern is similar to the surface drainage pattern.

Soil types have been studied and mapped as shown in fig. 10.3. The up-

lands are dominated by light sandy soils consisting typically of a fine

sandy topsoil overlying a fine sandy loam, merging into a zone of weath-

ered bedrock. Along the major streams the soils are generally heavy,

structured clays. In some of the concave lower-lying areas between the

uplands and the major streams occur soils of the duplex class, consisting

of sandy topsoil abruptly overlying clay. Soil depth is variable but on

average the uplands have about 600 mm depth available for normal root

development.

The land use of the catchments is agricultural, comprising cultivated

crops, planted pastures and natural grazing land. The main crops are

maize and wheat. A land use survey conducted in the 1979/80 season

(Mason-Williams, 1984) showed the following proportions of crops and

veld:

Table 10.1: Land use division of C8M12.

Land-use % of total catchment area

maize (summer crop) 25.0

wheat (winter crop) 28.7

pasture 7.3

veld (grazing) 39.0

The distribution of crops in the 1979/80 survey is shown in fig. 10.4.

Farming practices are variable, with ploughing up and down slopes being

common practice, but contour ploughing and contour walls for soil con-

servation are becoming increasingly popular. Over-grazing and erosion

of the natural veld occur to a certain extent.
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A feature of hydrological significance is the large number of farm dams

in the region, as indicated in fig. 10.2. There are more than 200 dams

with capacities ranging from less than 100 m1 to over 100 000 m3. A study

based on air photographs (Kennedy, 1981) indicated a total dam storage

capacity of 640 000 m3 in 1976, and the number and size of dams is con-

stantly increasing. The dams include those constructed across river

channels as well as smaller embankments built on hillslopes. The majority

are very shallow (less than 3 m deep), are prone to high evaporation

losses, and are primarily used for livestock watering. Although most of

the dams are small, collectively they are significant in the hydrology

of the region because of their large number and extent of influence.

A number of natural pans occurring in the area are also shown in fig.

10.2. Their surface areas vary from less than a hectare to over 60

hectares, and they are generally shallow with depths less than 1.5 m and

the deepest being 5.5 m. The total pan storage capacity is estimated as

6 million m3.

10.2. STREAMFLOW SIMULATION

10.2.1. Rainfall and runoff data

The catchments have been monitored by the Department of Water Affairs

since the late 1970's. Streamflows are recorded using weirs and flumes

equipped with continuous stage-recording instruments. Rainfall is meas-

ured in the summer months only, using a network of tipping-bucket

raingauges linked to electronic data loggers.

Preparation of the raingauge files for the 1980/81 and 1981/82 seasons

necessitated extensive processing and re-formatting of the data supplied

by the Department of Water Affairs, as described in Appendix E. The

raingauges used in this study are shown in fig. 10.2. Continuous

streamflow data for the three streamgauges C8M12, C8M13 and C8M25 was also

obtained and formatted for the present model.
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10.2.2. Farm dams and natural pans

The division of the catchments into segments, elements and channel reaches

for this study is shown in fig. 10.5. The large number of farm dams

precluded modelling each one individually, and they were treated as fol-

lows.

Hillslope dams were catered for by combining all the dams in an element

into a single equivalent dam with similar storage and flood attenuation

properties. The model was modified such that a portion of the surface

runoff from each element may be diverted into such a reservoir before

flowing onto the downstream element or channel reach. An input parameter

ka was introduced to quantify this, representing the fraction of an ele-

ment forming catch areas for dams in that element. k0 may take on dif-

ferent values for each element and lies between 0 and 1.0. Surface runoff

computations for each element proceeded in the usual way, but k0 times

the runoff was routed to the equivalent dam, and (1 - kB) times the runoff

was routed directly to the downslope element or channel. Flows were

routed through each equivalent dam using the standard reservoir routing

algorithm in the simulation program.

Dams built across the main streams were lumped into equivalent dams at

the nodes of the channel network. Five such dams were used as indicated

in fig. 10.5.

The equations representing reservoir geometry and outflow are

S = ah b (10.1)
w

A = abh b'1 (10.2)
w

and Q = CL(h - h ) 3 / 2 (10.3)
w

where S is dam storage capacity (m3), A is the surface area (m2), h and

h are water level and wall height (m), a and b are constants, C is the

spillway coefficient and L the length of the spillway (m). a, b, h and

(CL) were used as input parameters for the equivalent dams. They were

evaluated for each dam using the data compiled by Kennedy (1981), who

conducted a survey of the dams in C8M12 and provided estimates of storage

volumes, surface areas, maximum depths and embankment details for each

dam.
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The survey showed that the dams typically have parabolic cross profiles,

and a value of 2.0 was therefore used for the exponent b (after Hager and

Sinniger, 1985). Using Kennedy's data, the total storage capacity and

surface area of the dams in each element was ascertained and used to de-

termine the wall height h and storage coefficient 'a' for the equivalent

dam from equations (10.1) and (10.2). In this way the total capacity and

surface area of the individual dams were preserved in the equivalent dams,

with a view to achieving hydraulic similarity.

Outflow from the dams is either over the embankments or down uncontrolled

grassed spillways. Values for the coefficient CL were obtained by com-

bining Kennedy's (1981) information on embankment lengths with appropri-

ate values of the crest coefficient C from Webber (1971). k0 was

determined for each element from a topographical map. The parameters for

the channel dams were evaluated in the same way as for the hillslope dams.

The hillslope and channel dam parameters used in model simulations are

shown in tables 10.2 and 10.3.

The natural pans generally occur on flat upland areas near the watersheds

between subcatchment boundaries. Those pans appearing to contribute to

catchment runoff were treated in the same way as the farm dams and in-

cluded in the determination of dam parameters in table 10.2. Those sit-

uated in hollows with no apparent outlet were treated as "dead" areas and

omitted from the surface area of their respective elements.

10.2.3. Model parameters

A more relaxed policy of parameter calibration was permitted here than

in the Waterval and Ecca studies, because of the size of the Bethlehem

catchments and the correspondingly greater degree of lumping. Parameter

values obtained from the literature and from Mason-Williams (1984) were

adjusted where necessary to improve model output.

For potential evaporation, mean monthly values were taken from Mason-

Williams (1984) as shown in table 10.4. The overland and vegetation data

are shown in tables 10.5 and 10.6, and are based on the parameter-
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evaluation guidelines in Appendix A. Values of the interception capacity

I were assessed on a seasonal basis using information provided by de

Villiers (1978), and an average value of 1.0 mm for the summer season was

adopted. Similarly the root distribution represents a seasonal average.

The more sensitive parameter LAI was assessed on a monthly basis using

crop factors provided by Green (1985) weighted according to the distrib-

ution of crop types given in table 10.1.

The soil parameters were extensively calibrated because of their wide

range of possible values and the sensitivity of model output to infil-

tration rates. Permeability values for the sandy uplands were varied

between 40 and 120 mm/h, and for the clayey streamside areas between 1.0

and 10 mm/h. A certain amount of simplification of the soil distributions

shown in fig. 10.3 was necessary in order to avoid an extremely complex

element discretization. The streamside elements in fig. 10.5 were used

to represent the clay source areas, and the upslope elements to represent

the sandy midlands and uplands. The average upland soil depth of 600 mm

was represented with two 300 mm thick soil layers in the upslope elements.

In the low-permeability streamside elements, 100 mm thick soil layers were

found to give better results, because otherwise the soil would drain too-

slowly and the smaller hydrograph peaks would be over-predicted. The

spatial variation of infiltration parameters over the catchments was

found to be vital for successful simulation results. Soil permeabilities

in different elements were varied selectively using the spatial vari-

ations of rainfall to determine which parts of the catchment were the main

sources of streamflow in each event. The final calibrated soil properties

are shown in tables 10.7 and 10.8. Baseflows were modelled using a 2.0

m deep lower soil layer to prevent saturation to the surface, with cali-

brated permeabilities of 200 - 500 mm/h.

The channel data is shown in table 10.9. Slopes and lengths were obtained

from a topographical map. Manning's coefficient was varied between 0.035

and 0.050 with the final values as shown in the table.

Model simulations for the 1981/82 season were run from 1 October to 30

March. The time increments employed ranged from 15 minutes to several

days for wet and dry periods respectively. After a certain amount of
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Tablu 10.2: Model parameters tor hillslope dams.

Seg

1

2

3

4

5

6

7

8

9

10

Elera

1

2

3

1

2

3

1

2

3

4

i

2

3

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

4

k.

0.6

0.7

1.0

0.6

0.4

1.0

1.0

1.0

0.2

0.5

0.5

0.5

0

1.0

0.5

0

0.8

0.3

0

0.75

0.25

i-.o
0.4

0.5

0.5

0.7

0.5

0.6

1.0

0.5

0.5

0.4

CL

(» 3 / 2/s)

600

440

1500

900

1100

1000

480

100

230

630

200

440

-

580

40

-

540

670

-

1500

140

540

750

300

1150

240

400

580

720 '

300

180

700

h
w

(m)

0.60

0.50

0.40

0.53

0.51

0.40

0.53

0.55

0.40

0.77

0.48

0.57

-

0.93

0.32

-

0.58

0.84

-

1.50

0.37

0.50

0.66

0.48

1.00

0.40

0.70

1.00

0.82

0.52

0.52

0.52

a

(m)

11900

10700

22440

60160

142100

69700

11400

1320

5400

11800

3500

8400

-

6600

390

-

13400

12000

-

76700

3200

18800

23300

6000

44600

6250

8800

30000

15O00 •

5300

2450

31800

Seg

11

12

13

14

15

16

17

18

19

20

21

Elem

1

2

3

1

2

3

1

2

3

1

2

3

1

2

3

1

2

1

2

3

1

2

1

2

3

1

2

3

1

2

3

k.

0.

0

1.

0.

0.

0.

0.

0.

0

0

0.

0.

0

0.

0

0.

0.

0.

0.

0.

0

0

0

0

1

0

0

I

0

0

1

(I

2

0

2

1

8

25

25

3

5

5

,7

,2

6

.35

.05

.4

.3

.3

.4

.0

.8

.2

.0

.75

.5

.0

CL

300

-

1300

50

30

450

200

1400

-

-

650

440

-

190

-

720

320

580

500

70

220

110

470

250

900

1300

320

750

200

620

850

h
w

) (»)

0.43

-

1.46

0.40

0.40

0.90

0.57

2.00

-

-

0.82

0.55

-

0.50

-

0.55

0.44

0.50

0.51

0.42

0.40

0.44

0.46

0.40

0.60

0.50

0.46

0.64

0.72

0.57

0.57

a

(m)

7750

-

32500

520

75

3600

2460

25100

-

-

11900

9450

-

2800

-

33100

8500

22200

14600

1130

220

2100

16200

7000

53200

300000

820

26000

16650

21000

52300

Table 10.3: Model parameters for channel dams.

Dam it

1

2

3

4

5

CL

(*3/2/s)

50

50

50

50

50

hw

(m)

1.0

1.0

3.5

1.0

1.0

a

(m)

4000

22800

14000

10000

10000

Table 10.4: Potential evaporation (mm/day).

Oct Nov Dec Jan Feb Mar

5.2 f.4 6.0 5.7 5.0 4.0

Table 10.5: Overland and vegetation parameters.

Manning's coefficient 0.20

Rill ratio 0.65

Interception capacity (mm) 1.0

X roots in upper soil layer 60

Table 10.6: Monthly values of LAI.

Oct Nov Dec Jan Feb Mar

0.84 0.86 0.93 0.79 0.66 0.47
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Table 10.7: Soil parameters for upper two soil Livers.

Upslope elements Streamside elements

Seg Layer Soil Permeability

thickness group (mm/h)

(ma)

Layer Soil Pormy.ibi li ty

thickness group (mm/h)

(mm)

I
2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

300

LS
LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

LS

40

40

100

40

40

40

60

60

120

60

100

60

120

120

60

60

60

60

40

40

40

100

100

100

100

100

300

100

100

100

100

100

100

100

100

300

100

300

100

100

100

100

sc
sc
sc
sc
sc
LS

LS/SC

LS/SC

SC

sc
sc
sc
sc
sc
LS

sc
LS

SC

SC

sc
sc

4

4

7

in

4

40

b0/5

60/5

4

4

10

5

10

10

60

5

60

5

4

4

4

LS - loamy sand; SC = sandy clay

Double value indicates separate parameter values for first and second

soil layers.

Table 10.8: Soil parameters for lower soil layer.

Segments

Table 10.9: Channel data.

Deep

seepage

k, (mm/h)

Layer

thickness

(mm)

Soil

group

Permeability

(mm/h)

7 -

1-6;

10

11-21

0

0

.025

.035

2.

2.

0

0

sand

sand

200

500

Table 10.10: Initial dam levels.

Dam

hills lope daos

channel

channel

channel

channel

channel

dam

dam

dam

dam

dam

1

2

3

4

5

h/hw

0.33

O.SO

1.003

0.S7

0.40

0.50

Reach Manning's Slope Width Length

coefficient (m) (m)

1
t

3

4

5

6

7

8

q

10

11

12

13

14

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

0.04

O.Oi.

0.04

0.04

0.04

0.05

0.0080

0.0100

0.0037

0.0015

0.0070

0.0100

0.0041

0.0014

0.0130

0.0100

0.0049

0.C025

0.0020

-

z
4

5

5

Z

5

5

a

5720

7380

4500

7300

5230

3610

8630

^230

-.980

9770

7460

7930

3020

00OO
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trial, antecedent moisture conditions for the start of the simulation were

set at 0.3 (i.e. 30% saturated) in soil layers 1 and 2. Initial perched

water table levels were finalised at 60 mm in catchment C8M25 and 150 mm

in the other catchments. Initial dam levels are given in table 10.10.

10.2.4. Simulation results

The simulation results are shown in fig. 10.6 for the 1981/82 season on

which the parameters were calibrated. The results are presented as double

hydrograph plots with the lower portion magnifying the low flows that

would not be visible if a single scale was used. Some of the hydrograph

peaks are over- or under-predicted and the delayed flows after each event

are poorly reproduced, although the low baseflows are generally present

in the simulated record. The daily coefficients of efficiency shown in

table 10.11 are poor for streamgauges C8M12 and C8M13, but improve for

C8M25. The coefficient of determination is greater than the coefficient

of efficiency for all three streamgauges, indicating a systematic error.

The equations used for computing these statistics are given in Appendix

C.

Table 10.11: Daily coefficients of efficiency and

determination for 1981/82.season.

Streamgauge Coeff. of Coeff. of

efficiency determination

C8M12 0.20 0.32

C8M13 0.28 0.37

C8M25 0.82 0.86

The results are further analysed by considering flow peaks, time lags and

runoff volumes. A scatter diagram of simulated versus observed peaks is

shown in fig. 10.7, using logarithmic axes so that the small peaks can

be seen. There is generally better agreement on the high peaks than the

small peaks, as it is easier to calibrate major events than the small
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Figure 10.6: Model simulations for 1981/82 season

(calibration data set).
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Figure 10.7: Scatter diagram for simulated and observed hydrograph
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Figure 10.9: Total monthly flows for 1981/82 season.

details of minor events. The high peaks are all well predicted except

for the event of 4 January 1982.

A scatter diagram of time lags is shown in fig. 10.8, in which the lag

between the simulated and recorded peak for each event is plotted as a

function of the peak flow, representing the magnitude of the event. A

positive lag indicates that the simulated peak comes later than the re-

corded one, and a negative lag indicates that the simulated peak comes

earlier. Again there is more scatter for the smaller events than the

larger ones. Apart from some of the very low peaks less than 0.1 m3/s,
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the lags are generally negative, i.e. the simulated peaks tend to arrive

at the streamgauges too soon. This may be caused by insufficient lag

through the equivalent dams, or by flow paths being too short because of

lumping the clay source areas in the streamside elements. The large lag

errors are a major factor responsible for the low coefficient of effi-

ciency for streamgauges C8M12 and C8M13.

The other factor contributing to the low coefficients of efficiency is

the general under-prediction of volumes, as illustrated in fig. 10.9.

Simulated and recorded monthly streamflows are plotted showing volumes

greatly under-predicted by the model. Reasons for this are the failure

of the model to adequately reproduce the delayed flows after each event,

and the simulated hydrograph peaks being too "narrow" or peaky.

Although every effort was made to improve the model predictions it was

not possible within the time constraints of this project to better these

results. The simulation results for the uncalibrated 1980/81 season are

shown in fig. 10.10 for C8M12. The recorded streamflows are poorly re-

produced and no statistical measures of fit were generated for this sea-

son.

In general, discrepancies between recorded and simulated streamflows can

be attributed to shortcomings in catchment discretization, input data or

the model itself. In the Bethlehem study a number of possible reasons

that may have contributed to the disappointing results can be identified:

Possible errors in the recorded streamflow and rainfall data sets.

In particular, the spatially variable nature of rainfall and missing

patches of data may have introduced errors into this study.

The effect of the large numbers of farm dams and natural pans on

runoff can be difficult to quantify. The lumping into equivalent dams

may introduce a certain amount of error, and errors in dam parameters

are possible because of the construction of new dams and the unknown

occurrence of dam breakages. The delayed flows that the model failed

to reproduce may consist partly of seepage from dams, which was not

accounted for by the model.
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(verification data set).

3. While the lower soil layer was able to reproduce the low baseflow

portion of the hydrograph, it did not simultaneously model shorter

term interflow which probably contributes to the delayed flows after

each event. This is a possible shortcoming in the model which should

be addressed in future research.

4. Insufficient knowledge of the spatial variations of sensitive param-

eters such as infiltration rates.

5. Inaccurate lag times brought about by lumping clay source areas near

the main streams.

10.3. LAND USE CHANGES

According to the Department of Water Affairs (1986), evaluating the ef-

fects of land use changes on runoff is an area requiring urgent attention

so as to promote optimal management of water resources. Research is re-

quired to evaluate the effects of changes in cultivation, grazing, soil

erosion, soil conservation and farm dam construction.

215



The present model was used to predict the affects of different land use

management practices on the runoff from catchment C8M12 for the 1981/82

season. Although the model was seen,above to under-predict recorded

streamflow volumes in this catchment, inferences can be made concerning

the relative changes in streamflow volume as a result of various changes

in land use. The following practices were considered:

1. Poor agricultural practices such as ploughing with the slope, heavy

over-grazing and neglecting to use any erosion controlled measures.

2. Good agricultural practices including contour ploughing, controlled

grazing and the use of contour walls for erosion control.

3. Present state of the catchment. This includes a combination of good

and poor practices.

The effects of these practices were considered assuming no changes in the

types of crops presently grown. Using the calibrated model parameters

in tables 10.2 to 10.10 to represent the present state, the deviations

in land use were represented by adjusting pertinent parameters as shown

in table 10.12. Low values of Manning's coefficient and the rill ratio

are associated with the presence of rills and gullies, well-eroded lands,

and fields ploughed with the slope. Conversely larger values are appli-

cable where greater tillage roughness and flow obstacles such as contour

walls are present, increasing attenuation and overland travel times.

Over-grazing results in a reduction of vegetation density, with lower

values of interception capacity and leaf area index as shown in the table.

A shallower root system was assumed for sparse vegetation and lands in

poor condition. The changes in leaf area index and infiltration rates

were represented by a multiplication factor applied to the parameter

values used in the above model simulations. Infiltration rates were re-

duced by 20% for poor agricultural practices to allow for hard, rain-

packed earth in areas such as over-grazed lands, and increased to allow

for the maintenance of soil permeabilities by good practices. The dam

parameters were left unadjusted as their effect is considered separately

below.
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Table 10.12: Parameters used in catchment management simulations.

Parameters Poor

Manning's coefficient

(overland flow)

Rill ratio

Ic (mm)

LAI*

Root distribution**

Soil permeability*

practices

0.15

0.55

0.7

0.7

80

0.8

Present state

0.20

0.65

1.0

1.0

60

1.0

Good practices

0.30

0.75

1.0

1.0

60

1.2

* Multiplication factor applied to model parameters.

** Percentage roots in upper soil layer.

The effects of the different practices on the total streamflow volume for

the 1981/82 season are shown in fig. 10.11(a). The lands in poor condi-

tion show an 81% increase in runoff, while the maintenance of good

practises shows a potential 42% decrease. This is a benefit in terms of

reduced soil erosion and better retention of moisture for crops, but must

be weighed up against the decrease in catchment yield for major dams fed

by the basin.

The effect on hydrograph peaks is shown in fig. 10.11(b) in which the

change in peak is plotted versus the simulated flow peaks for the present

land use. With poor practices the smaller peaks are increased up to 400%

and the larger peaks up to 200%. For good practices most of the peaks

are decreased to less than 50% of their original values. There is gen-

erally wide scatter and no definite trends are discernible.

The influence of farm dams on streamflow was studied by considering the

effect on the simulated output of changing the total capacity and coverage

of dams. The storage coefficients ('a' in eqn. 10.1) for all the dams

were altered from zero to double their present values, and the parameters

CL and k0 adjusted proportionally. The effects on total streamflow volume

for the season are shown in fig. 10.12, in which-the total dam capacity

of the basin is represented on the horizontal axis relative to the present
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Figure 10.11: Effects of changes in agricultural practices on
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Figure 10.12: Effects of dam capacity

on streamflow.

state. The curves show a steady decrease in simulated runoff with in-

creasing dam capacity, illustrating the significant effect of a large

number of small dams on runoff. Catchment C8M25 shows the least change

because it has a lower density of dams than the rest of the basin. The

model predictions for streamgauge C8M12 decrease from about 1.6 million

m3 with no dams to 0.9 million m3 with the present density of dams. This

indicates a decrease of some 43% in potential runoff because of the

presence of the dams in the catchment. This compares well with long-term

observations of about 40% reduction in seasonal streamflows in

tributaries of the Orange and Upper Brude Rivers as a result of the con-

struction of farm dams (Department of Water Affairs, 1986).
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10.4. CONCLUSIONS

The Bethlehem study is more rigorous than the Waterval and Ecca studies

because of the longer period simulated and the greater number of

streamgauges. Although the correspondence between simulated and recorded

streamflows was generally disappointing, a number of valuable conclusions

may be drawn from the study. It was found that reproducing the spatial

rainfall patterns of this large basin was important, as well as the spa-

tial variations of soil properties. A larger number of input parameters

required calibration than in the Waterval and Ecca studies because of more

uncertainties in parameter values and a greater degree of lumping in the

larger Bethlehem basin. Attention should be given to improving the soil

component of the model to reproduce delayed flows where baseflow and

shorter-term interflow occur together. Future simulations of the

Bethlehem catchments should consider seepage from the dams, improved

modelling of the delayed flows, and finer discretization of the

catchments.

Effects of hypothetical changes in agricultural practices on streamflow

volumes and runoff peaks were studied, as well as the influence of farm

dams on seasonal runoff. The results are in agreement with known trends,

and this kind of land use study shows potential for catchment management

exercises.
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The development of the simulation model in this study incorporates re-

search into numerical methods and work on developing the individual model

components. Catchment applications were used for verifying the model and

investigating certain aspects of physically-based modelling. The main

points are presented below with discussion on their relevance to

hydrological modelling.

11.1. NUMERICAL METHODS

The numerical methods used for component hydrological processes in the

simulation model were based on extensive research into the properties of

finite difference methods. Finite difference formulations for the

kinematic equations were studied using a generalised Preissmann formu-

lation of the continuity equation with various values of the temporal and

spatial weighting coefficients 8 and $. Criteria governing numerical

stability and diffusion were studied and their dependence on the weighting

coefficients and on grid spacing was clarified. It was found that nu-

merical diffusion is only controlled by introducing a variable coeffi-

cient 8 into the formulation. Since numerical schemes generally use a

constant 8, the accuracy of the numerical solution is dependent on grid

spacing, a problem that has been discussed elsewhere but apparently not

solved.

It was shown that a hillslope should be divided into a number of elements

for modelling overland flow, since a numerical solution converges on the

true solution as Ax decreases. The practise of setting Ax equal to the

overland flow length in watershed models can therefore lead to erroneous

results. However, it was found that subdividing a flow plane onto a

number of Ax-increments introduces parasitic waves into the solution.

A finite difference formulation for the kinematic equations using the

Muskingum-Cunge approach of Cunge (1969) was also studied, and found not

to suffer from the problem of parasitic waves. The approach was also

shown to have other advantages. It has been previously shown that

Muskingum-Cunge routing models attenuation by matching numerical and

physical diffusion, constituting a second order approximation to dif-

fusion routing (Ponce, 1986). In the present study, it was further shown
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that the scheme can be improved by re-defining the routing coefficients

based on a value of the spatial weighting coefficient 0 equal to zero.

This ensures unconditional numerical stability at low grid spacings.

Conventional finite difference methods for solving the kinematic

equations become implicit when 0 = 0 , requiring iterative solution. A

computationally simpler, explicit solution can be used, based on 0 = 1.0,

but at the expense of numerical instability at low grid spacings (Courant

criterion). In the past, much attention has been given to judiciously

selecting values of Ax and At so as to avoid numerical instability and

minimise numerical diffusion (for example Constantinides, 1982, and

Green, 1984). The Muskingum-Cunge finite difference scheme with 0 = 0

avoids both of these problems. It was shown here that the grid spacing

does not affect the accuracy of the solution through numerical diffusion,

and furthermore, an explicit formulation at 0 = 0 is possible, with

savings in computational time and effort.

This modified Muskingum-Cunge approach was used for the overland and

channel routing components of the simulation model. Finite difference

schemes for other component processes in the model were also based on 0 :

= 0 for numerical stability, namely reservoir routing, the interception

equations and the soil sub-model. Further research is still required in

developing improved finite difference methods, as shown by the tendency

of the Muskingum-Cunge approach to generate negative flows under certain

conditions.

11.2. DEVELOPMENT OF SIMULATION MODEL

11.2.1. Catchment discretization

The simulation model was based on an element approach to catchment

discretization in which subcatchments are subdivided into strips normal

to the flow direction. The approach was based on that of Jayawardena and

White (1979), but was adapted by employing larger elements with less

formidable data entry requirements, and streamlining the data entry

process using digitising techniques.
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This element discretization can be seen as an intermediate approach rel-

ative to the more commonly-used subcatchment and grid approaches.

Discretization by means of subcatchments may provide too coarse a frame-

work for hydraulic routing of stormflows, as well as not allowing for

variations in soil moistures, soil properties and source areas over a

hillslope. The grid approach is therefore often used, making use of

two-dimensional solutions of the surface and subsurface flow equations.

The use of elements in the present study facilitates a simpler one-

dimensional solution of the routing equations, while providing a finer

discretization than with the subcatchment approach.

The element discretization was shown here to be more flexible than the

grid approach, since elements can be shaped to realistically represent

the physical features of a catchment, and varied in size to suit local

conditions. This results in computational and data storage savings, fewer

elements being necessary than with a rectangular grid. The element

discretization was found to be well suited to representing spatial vari-

ations of soil moistures and soil properties and the occurrence of source

areas. It also proved to be a useful tool for graphically representing

soil and surface water conditions. In future research the approach could

be made more powerful by developing a means by which the simulation pro-

gram automatically defines the element boundaries from digital terrain

data.

11.2.2. Continuous simulation with variable time increments

Continuous simulation has the advantages of regenerating antecedent

moisture conditions for each storm, and of being able to model short-term

stormflows as well as long-term responses of a catchment to rainfall.

It is also of use for simulating seasonal or annual streamflows for ap-

plications such as catchment management, land use and water resource

studies, as illustrated in the present work.

In order to make simulations over long periods computationally feasible,

efficient choice of simulation time steps is essential, especially in

distributed, physically-based models in which many computations are car-

ried out at each time step, and many short time increments are required
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during rapidly changing flow conditions encountered during storms. As a

refinement of dual time increment systems, the concept of a constantly-

varying time increment was investigated here, in which time steps vary

between a few minutes and several hours or days. This was implemented

by means of user-defined time increment files, and found to be successful

for selecting appropriate time steps throughout a simulation and for en-

suring optimum computational and output-storage efficiency. As a further

development of this concept, a means of automation should be sought

whereby a program automatically selects appropriate time increments ac-

cording to rainfall and streamflow conditions.

11.2.3. Model components

Work was done on the effect of rilling on surface runoff, and a

channelisation factor was incorporated in the overland flow routing al-

gorithm of the simulation model. The Muskingum-Cunge algorithm developed

for channel routing included both looped and single-valued rating re-

lationships so as to make the model more versatile. A modified storage-

indication reservoir routing algorithm was incorporated, with improved

numerical stability characteristics obtained by re-deriving the equations

with the weighting coefficient <f> set equal to zero. The soil sub-model

was based on a three-layer approach with vertical and downslope soil

moisture seepage.

The interception and evapotranspiration components of the model were

based on a dynamic interception store and leaf area index respectively.

The interception component is necessary for a rural catchment model and

the evapotranspiration for continuous simulations, but they were not

tested independently using measured soil moisture and interception data.

Spatial variations" of rainfall were accounted for by interpolating be-

tween a number of raingauges in a catchment. Spatial rainfall patterns

were found to be important in both small and large catchments, emphasising

the importance of using a number of raingauges with a distributed model.
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11.3. MODEL APPLICATIONS

The simulation model was applied to a number of rural catchments with a

range of sizes and climates. Good agreement between simulated and re-

corded streamflows was achieved in the Waterval and Ecca studies, indi-

cating the basic integrity of a physically-based approach with measured

parameters. The model also performed well in comparison with the Pitman

and Stanford Watershed models in the Ecca study. Less successful results

for the Bethlehem catchments were attributed to unknown factors related

to the modelling of the farm dams, as well as simplifications adopted in

the discretization of the catchment and possible inadequate modelling of

delayed flows.

The study of land use changes in the Bethlehem catchments enabled pre-

dictions to be made concerning the effects of various management practices

on seasonal streamflows. The other catchment studies provided valuable

information enabling the main storraflow-producing mechanisms to be iden-

tified, such as the location of source areas and the relative roles of

quick flow and delayed flow. This is an advantage of using a distributed,

physically-based model, although there is a need for variables such as

soil moistures and the extent of source areas to be monitored in the field

and compared with simulated model output.

11.3.1. Modelling delayed flows

Physically-based modelling of subsurface flows presents particular prob-

lems because of the difficulties of modelling the complex subsurface en-

vironment and of collecting detailed soil data. Considerable attention

was given to this component in the present study, and the three-layer soil

sub-model was successfully used to model delayed flows (interflow and

baseflow).

Experience with the soil model showed that the upper two soil layers were

best for representing infiltration, vertical downward soil moisture

seepage and evapotranspiration losses in the root zone. Downs lope satu-

rated flow in the third soil layer was successfully used to model inter-

flow and baseflow in the Ecca and Waterval catchment simulations, with
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good agreement between simulated and recorded flows. It was found that

calibration of the parameters in the lower soil layer was necessary in

order to compensate for the unknown effects of soil layering, pebble

markers, piping, rock strata and variable soil permeabilities on delayed

flows. When treated in this way the lower soil layer becomes a conceptual

layer rather than a physical zone. This suggests that any empirical or

conceptual delayed flow function could be used for this component of the

simulation model, not necessarily a physically-based function.

A number of areas can be identified where the soil model could be im-

proved. Model output was sometimes sensitive to the thickness chosen for

the soil layers, since this determines the average moisture content for

a given volume of soil moisture and hence the drainage rate of the soil.

This could be rectified by introducing a separate parameter to determine

the drainage rate of the upper two soil layers. The simulation of

interflow and baseflow is also open to improvement. Although interflow

and baseflow occurring separately were well reproduced in the Waterval

and Ecca studies, their occurrence together in the Bethlehem catchment

was not as successfully modelled. Accommodating interflow and baseflow

simultaneously could either involve modifying the delayed flow function

or introducing an additional soil layer for saturated downs lope flow.

The model also tends to under-predict streamflow volumes, probably be-

cause the delayed flow contribution is too small.

Parameters such as soil depth and permeability can be subject to consid-

erable spatial variation in the field. When modelling the subsurface

environment, average parameter values are used to represent highly vari-

able quantities, and there is a "quantum leap" of applying theory devel-

oped for point-processes to larger areas of land (Beven, 1989). This is

a short-coming of present modelling approaches which needs to be addressed

in future research. One way of addressing this would be to make use of

a fine grid with soil properties and depths assigned to each grid cell

by means of a statistical distribution with user-defined mean and standard

deviation.
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11.3.2. Parameter calibration

Particular attention was given to the issue of calibration of parameters

in the model studies. Beven (1989) contended against the indiscriminate

use of calibration in physically-based models because the parameters are

intended to be measurable quantities. However, a certain amount of cal-

ibration is generally carried out in physically-based modelling, and some

possible reasons for this being necessary are suggested below:

o A lack of detailed catchment data.

o The need to compensate for errors introduced through approximations

and simplifying assumptions made in model development.

o Lumping of land areas into pseudo "homogeneous" areas with equiv-

alent, average values of model parameters.

o Uncertainties in quantities such as soil properties that are highly

variable in the field and costly to measure in detail.

In the present study, calibration of parameters was minimised as much as

possible. From the model studies in this work the following conclusions

may be drawn:

1. It is possible to obtain good results without calibration for surface

runoff on small catchments where large-scale lumping is not employed

and detailed soil, vegetation and stream data can be collected.

2. Calibration of parameters representing interflow and ground water

flow against recorded streamflows appears to be unavoidable. This

can be attributed to the heterogeneous nature of soils, the expense

of collecting detailed soil data in the field, and the use of a sim-

plified representation of the complex subsurface environment.

3. The amount of calibration of surface and subsurface parameters and

the number of parameters requiring calibration tend to increase with

increasing catchment size, because of the increasing cost of data

collection and the greater degree of lumping.

4. Although it is not always possible to avoid calibration, an advantage

of physically-based modelling is that the physical basis of parame-

ters results in a known range in which they can be adjusted.
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Based on the results of the present study, it is suggested that the pa-

rameters of a physically-based model can be divided into three categories

as represented in table 11.1, namely those that always need to be cali-

brated, those requiring calibration under certain circumstances, and

those not requiring calibration at all. The sensitivity classification

of certain parameters in this table is related to the present model, but

may differ depending on the application.

Table 11.1: Role of calibration in physically-based modelling.

PARAMETERS NOT RE-

QUIRING CALIBRATION

PARAMETERS SOMETIMES

REQUIRING CALIBRATION

PARAMETERS HAVING

TO BE CALIBRATED

Obtained from topo-

graphical maps and

aerial photographs.

These parameters are measure-

able or may be estimated

from known field conditions

or published data, but may

need calibration because of

uncertainties in their exact

value, lumping, etc.

Generally require

calibration against

recorded streamflows.

Areas, slopes &

channel lengths.

Sensitive parameters:

Hydraulic roughness coeff-

icients, infiltration cap-

acities, soil depths, rill

ratio.

Less sensitive parameters:

Interception and evapotrans-

piration parameters; channel

dimensions.

Parameters representing

soil moisture seepage

and delayed flows.
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11.3.3. Advantages of physically-based modelling

A distributed, physically-based model will not necessarily produce better

streamflow predictions than an empirical or entirely calibrated model.

However, certain advantages of a physically-based approach were high-

lighted in this study:

1. Calibration requirements of a physically-based model should be less

extensive than for other types of models.

2. Physically-based simulations provide not only streamflow output, but

information on conditions within a catchment such as dam water levels,

soil moistures and source areas. Graphical representation of the

spatial variation of catchment parameters is facilitated by a dis-

tributed approach.

3. The physical basis facilitates a better understanding of hydrologic

processes occurring within a catchment, and assists the modeller in

identifying the streamflow-producing mechanisms.

4. The effects of proposed or hypothetical land use changes on

streamflows can be assessed for catchment planning and management

purposes.

11.4. DEVELOPMENTS AND FURTHER RESEARCH

The developments made in the present study can be summarised as follows:

o The development of a continuous simulation model capable of simulat-

ing a comprehensive range of catchment processes, and of reproducing

the quick flow as well as delayed flow components of streamflows.

o An element approach to catchment discretization was adapted and shown

to be a viable basis for a distributed model.

o Current understanding of numerical methods for the kinematic

equations was enhanced, and the Muskingum-Cunge approach was improved

and used for developing flow routing algorithms.

o Various improvements to standard modelling techniques were incorpo-

rated in the component processes of the simulation model.

230



o A variable time increment was successfully used as an improvement on

less flexible single- or dual-time increment systems,, with savings

in computation time and output storage requirements.

o Certain aspects of the role of calibration in physically-based mod-

elling were clarified.

o Advantages of physically-based modelling were highlighted with re-

spect to parameter calibration, land use changes and the use of

physically-based models to facilitate a better understanding of

catchment processes and streamflow mechanisms.

o Guidelines were compiled to assist in assessing model parameter val-

ues. These guidelines are of wider application than just the present

model.

Some areas in need of further research have been identified as follows:

o Automating the setting up of discretization elements from DTM data,

and of time increments from rainfall data and catchment conditions.

o Further refinement of Muskingum-Cunge routing and further research

in finite difference methods.

o Modelling the subsurface environment is a wide field for research,

including refinement of methods for modelling subsurface seepage and

delayed flows; employing statistical variations of soil properties;

and bridging the gap between field-scale processes and equations for

point-processes.

o Assessment of distributed model output such as soil moistures, dam

water levels and source areas by comparing with field data, in order

to improve confidence in model output.

Hydrological modelling is a field of ongoing research, incorporating both

basic research and the development of computer models. Although the

present work is far from being the final word on physically-based model-

ling, it is hoped that it will answer certain questions, provide improved

methods for specific aspects of catchment modelling, and stimulate fur-

ther research, and it is in this spirit that it is offered.
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