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PREFACE

The common view in South Africa is that Karoo aquifers do not contain large quantities of groundwater.
However, large volumes of groundwater are pumped from mines and the basements of buildings daily, in
areas underlain by the Karoo sediments, which is not what one would expect from aquifers with a limited
yield. An attempt is made in this report to explain this apparent discrepancy. However, the objective could
only be achieved by reinterpreting some characteristics of the Karoo landscape, particularly the presence of
dolerite dykes. The present interpretation is somewhat controversial, but it allowed the authors to explain the
physical behaviour and properties of the aquifers concisely and consistently. The authors would therefore
appreciate any contribution that could explain the behaviour of the aquifers as concisely and consistently,
since these intrusions seem to have been the main mechanism responsible for the present properties of the
aquifers.
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EXECUTIVE SUMMARY

1 GENERAL

Water, particularly fresh or potable water, is indispensable for all man's activities on earth. Approximately
75% of the total volume of fresh water on earth is frozen in glaciers, while rivers and lakes hold approxi-
mately 0,33%. The remaining 24,67% occurs as groundwater. Since the water in glaciers is not available for
general consumption, groundwater forms the largest source of fresh water available to man.

The situation in South Africa, however, is complicated because of the nature of the aquifers, which
occur mainly in hard-rock formations. Groundwater is consequently usually regarded as an unreliable source
of water. The result is that groundwater contributed only 10% to the national water budget in 1986. The
surface water resources, however, have now almost been exploited to their limits. South Africa, therefore,
will have to make more use of its groundwater resources in the future, and will then also have to meet the
demand of the growing population very efficiently. This is especially true in the semi-arid and arid central
and western regions, which covers approximately 66% of the country, where there are no major rivers or
other surface sources. The majority of the inhabitants in these areas therefore depend on groundwater for
their water supply. A large part of these regions, and approximately 50% of the country as a whole, are
underlain by the so-called Karoo Supergroup of geological formations. The potential thus exists that aqui-
fers in the Karoo Supergroup can make a significant contribution to the water budget of the country.
Unfortunately, Karoo aquifers are very complex and unpredictable in their behaviour. The general view is
thus that Karoo aquifers are not reliable sources of water, although there are boreholes which have provided
the residents of farms and towns with water on a sustained basis for many years.

A major characteristic of the Karoo Supergroup, which consists mainly of sandstones, mudstones, shales
and siltstones, is its low permeability. The majority of boreholes drilled in the Karoo sediments therefore
have very low yields (< 3,6 m3 tr1). Indeed, the common view is that Karoo aquifers do not contain large
quantities of groundwater, hence the name Karoo, which is the Hottentot word for dry. However, large
volumes of groundwater are pumped from mines and basements of buildings daily, in areas underlain by the
Karoo sediments, which is not what one would expect from aquifers with a limited yield. A number of
studies were therefore undertaken in the past to try to use these aquifers more efficiently.

2 BACKGROUND TO THE STUDY

The main objective in one of the previous studies (Kirchner et al., 1991) was to determine the recharge
potential of the aquifers. To achieve this, Kirchner and his co-workers had to know the storage capacity of
the aquifers. Two approaches were used for this purpose. The first was to determine the storativity of the
aquifers through hydraulic tests, and the second was to study the water balance of the aquifers. Since the
Karoo Supergroup consists of sedimentary rocks, they assumed that their hydraulic tests could be analysed
with the classical Theis equation. However, this yielded storativity values ~10 , three orders of magnitude
smaller than that obtained from the water balance studies. Since the result of the water balance studies
agreed more with the historical operation of the aquifers, Kirchner and his co-workers assumed that the
result from the hydraulic tests was wrong, and neglected it.

Although there exist other methods with which the hydraulic parameters of an aquifer can be deter-
mined, the hydraulic (or pumping) test still remains the much-preferred method. One reason for this popularity
is that there exist a large number of methods, often referred to as type curves, for the analysis of the data,
some of which have even been automated. However, the application of these methods is not as straightfor-
ward as textbooks would like one to believe. This applies particularly in cases where the behaviour of the
aquifer may deviate from the basic assumptions made in the derivation of the methods. There was thus a
strong possibility that the methods Kirchner et al. (1991) used to analyse their hydraulic tests, misrepre-
sented the aquifers' properties and physical behaviour. It was thus quite natural to doubt the results of the
hydraulic tests and the method used in the analysis. Unfortunately, too little information was available on the
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i\ Executive Summary

nature of Karoo aquifers at that stage to try to determine precisely what the problem was. The Water Re-
search Commission was therefore approached with the request to fund a more detailed investigation of these
and other hard-rock aquifers in South Africa.

3 OBJECTIVES OF THE STUDY

The objectives of the present study, as set out in the original contract with the Water Research Commission,
were as follows:

(a) An investigation of the nature and behaviour of secondary aquifers, with special reference to the
applicability and reliability of existing conceptual models for the description and analysis of hy-
draulic tests, conducted in these aquifers.

(b) The development of improved and/or new techniques for use with the implementation and analysis
of hydraulic tests in secondary aquifers.

(c) Implementation of the improved and/or new techniques, developed in (b), into a user-friendly com-
puter package for the analysis of hydraulic tests in secondary aquifers.

The original idea was to cover all the major secondary aquifers that occur in South Africa—Karoo,
dolomitic, igneous and metamorphic—in the project. Since Karoo aquifers were the most accessible to the
project team, it was natural to start the investigations with these aquifers. However, it soon became clear that
the behaviour of these aquifers does not conform to the behaviour of conventional aquifers, as described in
the literature. This presented the project team with a difficult decision—abandon Karoo aquifers and con-
tinue with the other aquifers, or concentrate exclusively on Karoo aquifers and try to understand their behaviour.
Since Karoo aquifers are the most extensive type of aquifer present in South Africa, the latter alternative was
put to the Steering Committee of the project, who accepted it. The discussion in this report is therefore
limited to Karoo aquifers, to which the research effort was restricted.

A Technical Committee, appointed by the Steering Committee, decided during a field visit in March
1994 that the project could benefit from a more detailed analysis of the structural and geological aspect of
Karoo formations. They therefore requested that Dr. W.P. Colliston and Mr. J.C. Loock of the Department of
Geology, at the University of the Orange Free State, should become active co-workers on the project, and
that the duration of the project be extended by one year. The objectives of this extension set out in the
revised, final contract with the Water Research Commission were as follows:

(a) To provide an integrated geological working model for the sandstone/shale aquifer(s), at the Cam-
pus Test Site of the Institute for Groundwater Studies. This model may be used to supplement and
test the current and future numerical models for fractured aquifers as, for example, those deter-
mined by the Institute for Groundwater Studies at the UOFS.

(b) To investigate the association of structural geological planar structures (e.g. joints, fractures and
faults) and sedimentology (palaeoflow direction, grain framework and microstructure) with poten-
tial groundwater reservoirs in the competent rocks of the Karoo Supergroup.

(c) To represent the aquifers' geometry by means of fractals.
(d) To develop hydraulic tests that will also reflect the geometry of the aquifer and not only its rela-

tional parameters, as is the case with existing methods.
The attainment of the latter objectives was, unfortunately, hampered by two unexpected developments.

The first was a considerable delay in the approval for the continuation of the project, and the second the
resignation of Mr. J.P. Verwey, the key researcher, responsible for the field investigations. The result was that
the field work had to be restricted to the Campus Test Site, and that none of the more esoteric aquifer tests,
envisaged in the motivation for the continuation of the project, could be performed. The attempt to represent
the aquifers' geometry by means of fractals also had to be abandoned. However, this loss was somewhat
offset by the information gained during the co-operation with the Consulting Engineers, Cahi De Vries, in
the development of a new well-field for the Municipality of Philippolis, and later also for the Municipality of
Rouxville.

4 METHODOLOGY USED IN THE INVESTIGATIONS

4.1 The Nature and Description of Groundwater Motion

Groundwater does not exist in a vacuum, but in the interstices that occur naturally in all geological forma-
tions on earth. There are thus essentially three research fields that need to be considered in a scientific study
of groundwater phenomena.
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(a) The environment,'i.e. the geological formations and structures in which groundwater flow occurs.
(b) A study of interactions between the water and the geological formations.
(c) The formal description of the interactions and how they control the behaviour of an aquifer.
The first step in the study of any aquifer should therefore be to understand the geology of the area in

which it occurs. Although the behaviour of the aquifer will mainly be determined by the current state of the
geology, this state is the result of an evolutionary process that took place over many years, even millions of
years, as is the case with Karoo aquifers. It was thus thought worthwhile not to concentrate on the present
state of the Karoo Supergroup alone, but also to look at its historical evolution, as this may explain some
current features of the Supergroup that would be difficult to explain otherwise.

The interactions between the water and the geological formations will obviously be controlled by the
laws of physics and chemistry. These laws are embedded in physical theories and described in the conven-
tional language of physics—mathematics. Any discussion of groundwater motion must consequently refer
to elements from these three subjects at one time or another.

A theory is in essence an abstract and general description of a natural phenomenon, or a group of such
phenomena. To apply it to a particular object of study, such as a specific aquifer, requires that one must
develop a so-called conceptual model for the object. A conceptual model is nothing more than a mental
interpretation of the object, and can be expressed in any convenient form. However, the easiest method to
relate the model to the underlying theory, is to also couch it in the mathematical language of physics. This
mathematical model can assume one of two forms—an analytical model, where one is able to express the
model in terms of elementary mathematical functions, or a numerical model, where the model can only be
expressed as numbers. The type curves, used in the analysis of hydraulic tests, are prime examples of ana-
lytical models, while a computer model for an aquifer is a numerical model.

4.2 Geological Studies

The geology and behaviour of the aquifers were studied at five experimental sites, developed specifically for
this project, and during the development of water supply schemes for the Municipalities of Philippolis and
Rouxville. The first experimental site, henceforth referred to as the Campus Test Site, is situated on the
Campus of the University of the Orange Free State in Bloemfontein, and the other four at Dewetsdorp, 77
km east of Bloemfontein.

The original purpose of the experimental sites was to acquire data on the behaviour of the aquifers by
analysing the results of accurately controlled hydraulic tests with existing analytical models. A series of
percussion boreholes was therefore drilled on each site. However, a new approach had to be adopted when
the results of the initial hydraulic tests made it clear that the existing analytical models were inadequate for
the analysis of hydraulic test data from Karoo aquifers.

Five percussion boreholes, scattered across the Campus Test Site, existed at the beginning of the project
in 1992. These boreholes were drilled by the Department of Geohydrology, at the University of the Orange
Free State, to whom the site belongs. The first step was thus to drill an additional 11 percussion boreholes on
the site. The first 10 of these boreholes were drilled with funds from the Water Research Commission, while
the other one was drilled by the Department of Geohydrology. Six of these boreholes were drilled specifi-
cally with the view to perform cross-borehole packer tests, since the work at Atlantis (Botha et ah, 1990),
suggested that it is an ideal method to use in the investigation of hard-rock aquifers. The other five boreholes
were drilled mainly to try to clarify anomalies, observed in the water levels of the newly drilled six and the
existing five boreholes on the site. However, it turned out that these 16 boreholes were not enough to clarify
all anomalies. An additional 15 boreholes has since been drilled on the site. Seven of the additional boreholes
are core-boreholes, drilled by the Department of Water Affairs and Forestry, and the other eight percussion
boreholes, drilled by the Department of Geohydrology. The Department of Geohydrology also installed
piezometers in three of the percussion boreholes on the Campus Test Site.

There are 19 percussion boreholes on the test sites at Dewetsdorp. Eleven of these were drilled as part of
this project, while seven were drilled by the Department of Water Affairs and Forestry as part of the project
of Kirchner et al. (1991). The other borehole, for which no information is available, has been used by the
Municipality of Dewetsdorp for production purposes for years. The Department of Water Affairs and For-
estry also drilled two core-boreholes on two of the sites.

The cores from the first core-boreholes indicated that the geometry of Karoo aquifers differs completely
from that used in deriving models for aquifers, and.even from the customary interpretation of Karoo forma-
tions. Two steps were therefore taken to try to explain the observed geometry of the aquifers. The first was to
review the genesis of the Karoo formations and the second to try to confirm the results of the review with
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field observations. The information on the geology of the central Free State that existed at the time was,
unfortunately, too limited for this purpose. The objective could thus only be achieved by studying the geol-
ogy of the area in greater detail. Since the resources available for this purpose were limited, the investigation
had to be limited to the area around Bloemfontein, and to the following three objectives.

(a) Provide a regional perspective for the clastic aquifers at the Campus Test Site.
(b) Study the stratigraphy, sedimentology and structure through a multi-disciplinary approach.
(c) Determine the aquifer potential of rocks in the Karoo Supergroup in this area.

4.3 Interactions between the Water and Geological Formations

The interactions between the water and geological formations were studied by performing a series of hy-
draulic tests on the boreholes at the various test sites. Tests used for this purpose included: constant rate tests,
slug tests, step drawdown tests, cross-packer borehole and conventional packer tests. The constant rate and
slug tests were performed on selected boreholes at all the experimental sites, the latter mainly for explora-
tory purposes, and the step drawdown tests only at Philippolis. The conventional packer and cross-packer
borehole tests were, however, restricted to boreholes on the Campus Test Site. The behaviour of the water
levels in most of these tests was monitored electronically with pressure transducers.

The sites investigated during the project are all limited to the Central and Southern Free State. An
attempt was therefore made to extend the study of the interactions between the water and geological forma-
tions to other parts of the Karoo Supergroup. This was achieved by extending the analyses of the constant
rate tests to tests performed in other parts of the Supergroup. These include tests Alan Woodford from the
Department of Water Affairs and Forestry's office in Cape Town performed on boreholes at Calvinia, a
consultant's constant rate test at Kokstad, and the constant rate tests of Kirchner et al. (1991).

4.4 Description of the Interactions

As mentioned above, the difficulties experienced by Kirchner et al. (1991) in interpreting their results of
constant rate tests, with conventional type curves, was the primary reason for the motivation of this project.
The first step in the project was thus to use more sophisticated, but lesser-known, methods for this purpose.
However, it soon became clear that these methods are not suitable either. The next step was therefore to
study the behaviour of the aquifers in more detail, through more refined hydraulic tests, field investigations
and the structural analysis of the aquifers. These studies showed that Karoo formations are best described as
multi-porous, sparsely fractured media, and that their behaviour can only be described by a full three-dimen-
sional mathematical model. The three-dimensional numerical model, developed by Verwey and Botha (1992)
for the groundwater flow equation, was therefore adapted to Karoo aquifers and used throughout the study,
with excellent results.

5 DISCUSSION

The most important conclusion derived from the present study is that the behaviour of a stressed Karoo
aquifer is determined by its very complex geometry, that results from the presence of bedding-parallel frac-
tures and the multi-porosity of the rock matrix. Any neglect of this property in the management and operation
of these aquifers can ruin an aquifer completely. Indeed, all indications are that the inability of previous
investigators to take the internal geometry of Karoo aquifers into account, must be regarded as the main
reason for the difficulties experienced with these aquifers, and why people distrust them.

Although the concept that the behaviour of an aquifer is largely determined by its geometry is well-
known, this dependence is usually neglected in groundwater investigations. One reason for this is that the
methods commonly applied in these investigations are all based on porous formations, whose geometry is so
simple that it is often neglected (Black, 1993). However, as Black points out, this geometry is of vital impor-
tance in the analysis and interpretation of hydraulic tests in any secondary aquifer—a view shared by Prof.
Ghislain de Marsily (Personal Communication). The neglect of this geometry in previous investigations of
Karoo aquifers is probably the main reason for the difficulties experienced with these aquifers, and why
people distrust them.

The apertures of the bedding-parallel fractures in Karoo aquifers are not very large (see Figure 1),
although a fracture can have a considerable areal extent. The fracture can, therefore, only store a limited
volume of water. The major storage units of water in Karoo aquifers must therefore be the formations them-
selves, while bedding-parallel fractures provide the main conduits of water to boreholes.
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Figure 1 Photograph of the water-yielding fracture in a core sample from the Campus Test Site.

The first indication of the important role that bedding-parallel fractures play in the ability of Karoo
boreholes to yield water came from an analysis of the cores from the core-boreholes drilled on the Campus
Test Site and Dewetsdorp. These cores showed that the water-yielding fractures in the boreholes on these
sites are parallel to the bedding planes of the Karoo formations, and therefore mainly horizontally orientated.
This conclusion was further confirmed by observations made during the drilling of boreholes at Philippolis
and Rouxville. The study of the regional fracture development in the sediments, in and around Bloemfontein,
also supports this conclusion and, moreover, showed that subvertical fractures only provide conduits for
surface water. The best place to site boreholes in Karoo aquifers is therefore in those areas where bedding-
parallel fractures are present.

The bedding-parallel fractures in the Karoo formations have a low frequency and weak connectiv-
ity. However, a borehole that does not intersect such a water-yielding fracture, does not have a high
yield. Although this fact is well-known to groundwater practitioners, they usually pay very little atten-
tion to the nature of fracture, or how it influences the movement of water in these aquifers. One reason
for this lack of interest is the assumption that the water-yielding fractures in Karoo aquifers are verti-
cally or subverticaily orientated, and do not influence the flow pattern. This assumption seems to have
been quite common amongst geologists, judging from their reaction when the first cores showed the
fractures to be horizontally orientated.Thus it seems natural to ask: why do bedding-parallel fractures
exist in the Karoo formations?

A major feature of the Karoo landscape in the southern Free State and adjacent areas is the presence of
circular doleritic dykes. A review of the historical evolution of the Karoo Supergroup of geological forma-
tions, suggested that these dykes were formed by the intrusion of magma, in the form of laccoliths. This
interpretation may be controversial, but has an advantage over conventional interpretations in that it pro-
vides a natural explanation for the existence of the structures, without invoking some rather esoteric
mechanisms. Another advantage of the interpretation is that the theory behind the intrusions suggests that
the intrusions would have bent and weakened the overlying Karoo strata, thereby creating the necessary
conditions for bedding-parallel fractures to form. Bedding-parallel fractures could thus have formed, either
during the intrusions themselves, or during the uplift that accompanied the weathering of the overlying
layers. Bedding-parallel fractures may therefore be present in areas that seemingly are not directly con-
nected to dolerite dykes. This may explain why 63% of the 1 245 boreholes that Burger et at. (1981) surveyed
in the districts of Bethulie, Springfontein and Trompsburg are not situated near dolerite dykes. The water-
yielding, bedding-parallel fracture on the Campus Test Site, which is certainly not associated with any dolerite
dyke, may also owe its existence to such a laccolithic intrusion. For, as shown by the geological model of
Bloemfontein and its immediate surroundings, developed as part of this project, the city is situated on a
dome-shaped structure, typical of laccolithic intrusions.
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There are a number of very important consequences, particularly for the management of Karoo aquifers,
that can be derived from the present project. The first, and perhaps most important one, is that the behaviour
of boreholes in Karoo aquifers should differ from aquifers in which the flow is horizontal. This conclusion
has been confirmed by a number of hydraulic tests, performed at the Campus Test Site, Philippolis and
Rouxville. What typically happened in these tests is that the water level in the pumped borehole at first drops
continuously, until it reaches a depth of approximately 2 m above a water-yielding fracture. Here, the water
level stabilizes, for as long as the fracture can sustain the yield. This phenomenon repeats itself for every
water-yielding fracture that the borehole intersects, only to drop to the pump intake, if the test is performed
long enough. The water level, nevertheless, recovers almost instantaneously to the depth of the fracture, and
then gradually when the pump is switched off or the discharge rate is decreased. At no stage, however, did
the water levels in nearby observation boreholes, even those that intersect the same water-yielding fracture,
drop below the fracture in any of the tests.

It was very difficult to explain the 'fracture-controlled' behaviour of boreholes in a Karoo aquifer from
the field observations alone. One possibility that did emerge though, is that the behaviour is caused by the
fact that water has to flow from the Karoo formations to the bedding-parallel fractures before it reaches the
borehole. The major flow direction in a stressed Karoo aquifer therefore seems to be vertical and not hori-
zontal, as is commonly assumed in groundwater flow models. This means that it will be difficult, if not
impossible, to study the behaviour of these aquifers without the use of a three-dimensional flow model.

Three-dimensional mathematical models of groundwater flow are not very popular in geohydrological
circles, mainly for two reasons. The first is that such models require considerably more field data and sophis-
ticated computer resources than an equivalent two-dimensional model. The second is that very little attention
is usually paid to the geometry and structure of an aquifer in field investigations; factors that are of prime
importance in the development of three-dimensional flow models. Fortunately there were sufficient obser-
vational data available to develop such a model for the Campus Test Site. The three-dimensional computer
program, SAT3, developed in a previous contract with the Water Research Commission (Verwey and Botha,
1992), was therefore adapted and used to develop a numerical model for the Campus Test Site. This model
showed that the piezometric head declines constantly throughout the fracture, during the time a borehole is
pumped. The piezometric cone in the fracture thus does not widen with time, as is conventionally assumed,
but always keeps the same shape, as the piezometric heads decrease. The piezometric gradient, and thus the
discharge rate, from the fracture to the borehole must therefore remain constant during the time a borehole is
pumped. There thus exists a limit to the rate at which a borehole in a Karoo aquifer can be pumped—a
conclusion supported by the observation that the phenomenon is only observed if the discharge rate of a
borehole is above a certain value. This limiting rate does not depend on the conventional hydraulic param-
eters, transmissivity and storativity, but the hydraulic conductivities and specific storativities of both the
fracture and rock matrix, and the areal extent of the fracture. It is thus imperative that the geometry of a
Karoo aquifer must be known, before the aquifer is developed for the supply of water to larger communities.

The geometry of Karoo aquifers, outlined above, differs completely from that of the media usually
considered in the literature on aquifer hydraulics, particularly in horizontal flow models. The hydraulic
parameters, transmissivity and storativity, derived from conventional two-dimensional horizontal flow mod-
els, are therefore meaningless for Karoo aquifers. No wonder that previous investigators experienced
difficulties in interpreting their hydraulic test data. The only way to study the behaviour of a Karoo aquifer
is through a three-dimensional conceptual model. The common practice of analysing hydraulic test data
from these aquifers with horizontal flow models should therefore be discouraged.

There is, unfortunately, not sufficient information or appropriate computer equipment available in South
Africa to run a three-dimensional groundwater model on a routine basis. Although steps should be taken to
correct the situation if Karoo aquifers are to play a significant role in the future water budget of the country,
it is unrealistic to expect that this will be achieved in the short term. A new two-dimensional vertical flow
model for the analysis of hydraulic test data was therefore developed towards the end of the project, when it
became clear that the flow in Karoo aquifers is mainly vertical. The model is therefore still not fully devel-
oped, but case studies have shown that it at least yields more realistic hydraulic parameters than horizontal
two-dimensional flow models. However, this two-dimensional representation will not be suitable for a man-
agement model of these aquifers

Another interesting result that followed from the three-dimensional model of the Campus Test Site is
that the water level in an open borehole represents an average of the piezometric levels in the fracture and the
aquifer, weighted in favour of the piezometric level in the fracture. It is thus difficult to decide precisely how
to interpret the water levels in open boreholes. Future observations of Karoo aquifers should therefore pref-
erably be conducted with piezometers. This may add to the cost in developing these aquifers, but one will
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then be able to interpret the results meaningfully, and at the same time to collect the data required by a three-
dimensional model.

The limited capacity of a water-yielding fracture implies that it can easily be dewatered, with a number
of undesirable consequences, of which the first and most obvious one is a reduction in the borehole's yield.
However, there are other and more serious consequences that may take a long time to become noticeable.
For example, the three-dimensional model of the Campus Test Site has shown that the flow velocities in the
fracture are very high. The borehole and pump may then become clogged with mud particles set loose by the
high flow velocities. A fully, or even partially, dewatered fracture may of course also deform, and even
collapse.

Deformation in an aquifer or borehole is usually neglected in the management and operation of bore-
holes. However, there are strong indications that deformations of water-yielding fractures in Karoo aquifers
are more common than usually thought. The complaint 'my borehole has dried up\ often heard from people
who depend on Karoo aquifers for their water supply, may indeed be the result of a collapsed fracture. This
interpretation is supported by the observation that it is often possible to drill a new, successful borehole
within a short distance from the one that 'dried up'. Another, less spectacular, but probably related phenom-
enon, is a borehole whose yield decreases with time. The phenomenon has never been discussed in the
literature to the knowledge of the authors, but discussions with farmers indicated that it is quite common in
Karoo boreholes, especially those older than 10 years. Hydraulic tests performed during the project also
indicated that the deformation of a borehole in a Karoo aquifer may affect its yield adversely. Unfortunately,
none of these observations could provide an estimate of the magnitude of such a deformation This only
became apparent when the high-yielding Borehole UO5 on the Campus Test Site was imaged with an acous-
tic televiewer in June 1996. The image, reproduced in Figure 2, becomes more remarkable if one compares it
with the calliper traces of two previous geological surveys of the same borehole, also reproduced in Figure 2.

Figure 2 Calliper (left) and acoustic scanner (centre) images of Borehole UO5 on the Campus Test
Site. The tadpoles on the right show the orientation of the various fractures (the thin black
lines on the scanner image).

The water-bearing fracture is situated within the fracture zone, at 23,0 - 23,3 m in Borehole UO5, at a
depth of 23,116 m. The zone is also clearly visible in two previous geophysical surveys of the borehole; the
first one carried out on 1992-06-04 and the second on 1993-12-01. However, neither the subvertical fracture
(between 22,5 and 23,0 m) nor the highly warped zone (at 23,8 m) appears on the scans of these surveys.
These features, therefore, must have developed between the survey of 1993-12-01 and 1996-06-02; the date
when the acoustic scanner image was taken.

It is difficult to explain the deformations in Borehole UO5 at the moment. One possibility is that they
formed through the reactivation of existing planes of weakness, caused by the extensive hydraulic tests
performed on the borehole. Nevertheless, they do show that deformations, be it only of boreholes, may be
more common in Karoo aquifers than previously thought.

In conclusion it can be said that there is little doubt that the behaviour of boreholes in Karoo aquifers is
completely determined by the presence of bedding-parallel fractures, which are mainly horizontally orien-
tated. This does not mean that there are no vertical or subvertical fractures in these aquifers, or that they play
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an insignificant role, but only that they do not influence the behaviour of boreholes significantly. Indeed,
there are indications that vertical and subvertical fractures play a significant role in recharging the aquifers.
For, as shown by the contour map in Figure 4.39 ofKirchneietal. (1991), Karoo aquifers are not recharged
locally, but only in the surrounding hill tops, which usually contain large numbers of vertical fractures.

6 RECOMMENDATIONS

The most important conclusion of the present study is that Karoo aquifers may contain significant quantities
of water, but that their complex geometry makes it difficult to withdraw the water reliably. There is thus no
reason, in principle, why Karoo aquifers cannot make a significant contribution to the water budget of the
country. The only prerequisite is that they are managed properly, and according to their basic physical prop-
erties, although this is probably more easily said than done. This conclusion, admittedly, differs considerably
from the conventional interpretation of the aquifers. However, it is the only conclusion the project team is
aware of that allows one to interpret the observed behaviour of the aquifers concisely and consistently.

The present interpretation of Karoo aquifers emerged from a study of the history of the aquifers, and the
interpretation of a limited number of hydraulic tests with a three-dimensional numerical model. Neverthe-
less, it did show that one will have to take the three-dimensional nature of the aquifers into account, in
managing the aquifers. However, this should not be so much of a problem, provided that the following
prerequisites are met.

It is well-known that any management model is useless, unless supported by sound and accurate meas-
urements. Unfortunately, previous studies of Karoo aquifers were usually based on the assumption that flow
in these aquifers is horizontal. Little attention was therefore paid to the thiee-dimensionality of these aqui-
fers. Future studies should therefore try to correct this imbalance in the observational data.

The success in implementing the recommended approach will ultimately depend on the solution of two
related problems—what observational techniques to use, and how to gather, store and manipulate the obser-
vational data. The observational equipment available today, such as packers, are expensive and their
applicability often limited. Special attention should thus be given to develop less expensive, and more ap-
propriate observational equipment. The present attempt at the Institute for Groundwater Studies to develop
more suitable and less expensive packers should thus be encouraged. Attention should also be given to
incorporate more innovative techniques, such as in situ flow measurements, into the observations. Neverthe-
less, there are some steps that can be taken immediately, without increasing the cost of the study exorbitantly.
These include:

(a) Detailed geological logs must be kept of all new boreholes drilled in Karoo aquifers, with special
emphasis on the depths of water strikes.

(b) At least one observation borehole should be drilled, for every production borehole, and equipped
with piezometers.

(c) Every production borehole should be equiped with a flow meter.
(d) The discharge rates of production boreholes and piezometric levels in the observation boreholes

should be measured routinely and stored in a suitable database.
Experience at Philippolis has shown that the local population are quite prepared to gather the necessary

information, accurately and reliably, if they are trained sufficiently and given the reason for collecting the
data. No severe difficulties are thus foreseen with the gathering of the data. The storage and manipulation of
the observational data are another matter, however. As anyone with experience in three-dimensional model-
ling knows, such models are quite complex, cannot be duplicated at will, require special computer resources
and highly trained personnel. It may thus be worthwhile for the Department of Water Affairs and Forestry to
establish a special unit that controls Karoo aquifers, and directs their management, operation and future
investigations.

The single most important prerequisite to satisfy the program outlined above, is also perhaps the most
difficult to achieve; that is, to change the attitude of groundwater practitioners. Considerable progress has
been made in the physics and chemistry of groundwater flow, yet these new principles are often shrugged off
with the remark: ' . . . it cannot easily be used by practitioners', or the present methods are quite adequate, so
why bother with new methods? As Sir Winston Churchill once said: 'Men occasionally stumble over the
truth, but most pick themselves up and hurry off as if nothing ever happened.' It is therefore important to
remember that Nature behaves in its own subtle ways, and not as prescribed by man. The possibility thus
always exists that factors discarded today in managing Karoo aquifers, may have devastating effects on the
future behaviour of the aquifer. Since the Karoo aquifers have not been used extensively until recently, and
groundwater moves very slowly, there may still be a chance to avoid such a disaster, but only if appropriate
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observational and managerial techniques are implemented now. This will not only ensure that future genera-
tions will still be able to withdraw water from the aquifers, but can also lead to a considerable reduction in
development costs, if recent experiences in the oil industry (Clementz, 1997) can be used as a measure.

All known physical properties of Karoo aquifers were included in the computer program used to estab-
lish the three-dimensional model for the Campus Test Site. However, as pointed out in Chapter 2, it is almost
impossible to achieve this objective in an initial study. The present version of the computer program is no
exception to this rule. For example, the model does not take the deformation of the fracture or the aquifer
into account. The simulated flow velocities near the fracture in a pumped borehole are also very high. A
future version of the model, therefore, may have to be based on the more general Navier-Stokes equation,
rather than on the conventional groundwater flow equation. However, there does not exist sufficient obser-
vational data to justify such a drastic revision of the model at the moment. It is therefore recommended that
particular attention be given to: (a) the behaviour of the in situ flow field, and (b) the deformation of the
water-yielding fractures, and aquifers as well, in future investigations of Karoo aquifers.

The most controversial aspects in using Karoo aquifers for water-supply purposes are probably to site
suitable production boreholes and to determine the depth where the water will be struck. These problems
were not addressed specifically in this study, but were especially noticeable in the investigations at Rouxville.
Here, water was struck only at depths greater than 90 m, in contrast to the depths of 20-30 m, at Campus Test
Site, Dewetsdorp and Philippolis. None of the available geophysical techniques is able to detect at what
depths water will be struck, or delineate the bedding-parallel fractures in Karoo aquifers. It is therefore
recommended that attention should be given to more innovative geophysical techniques that may solve these
problems.

A particularly interesting method that promises to solve both problems at once is the nuclear magnetic
resonance method (Schirov et ah, 1991). This method is based on properties of the hydrogen nucleus itself.
It should thus not be influenced by clay, or other electrically conductive layers that appear frequently in
Karoo formations and influence electromagnetic techniques adversely.

Another technique that seems equally promising is a seismic method which uses the drill bit as the
seismic source (Rector and Marion, 1991). This method is able to provide real time data on the structure of
the aquifer and the horizons below the drill bit. However, it may be necessary to analyse the data with more
sophisticated techniques than is commonly used in seismic work, including the paper of Rector and Marion
(1991), if the method is to be applied successfully.

Irrigation farmers are perhaps the people that benefit most from Karoo aquifers at the moment. How-
ever, the water canon and sprinkler systems they use are inefficient and a waste of water. An attempt should
therefore be made to encourage them to use more efficient irrigation methods, such as drip- and micro-
irrigation systems. Experience in Israel has shown that these systems conserve considerable quantities of
water and increase the crop production at the same time. Moreover, the systems do not require high-yielding
boreholes, and are therefore ideal for Karoo aquifers. An irrigation farmer who installs one of these systems,
therefore, will not only increase the productivity of his farm, but will also contribute to the conservation of
perhaps the most precious natural resource in South Africa: water.

Boreholes are, undoubtedly, the most cost-effective method to withdraw water from an aquifer. How-
ever, the dependence of a borehole's yield on the presence and properties of a fracture raises the question
whether boreholes are the best method with which to withdraw water from Karoo aquifers. Although some
of the adverse effects can be limited by pumping and spacing the boreholes judiciously, it may still be
advantageous to introduce other production methods, such as the ganats of the ancient Persians, in future
studies of these aquifers.

7 SUMMARY AND CONCLUSIONS

The prime objective of the project was to try to understand the physical behaviour of secondary aquifers in
South Africa better, and to use this information to develop improved and/or new techniques for the imple-
mentation and analysis of hydraulic tests in secondary aquifers. However, it became clear in the initial study
that the Karoo aquifers require special attention. The project thereafter concentrated exclusively on these
aquifers, with the permission of the Steering Committee.

As discussed in the main report, considerable progress has been made in this regard. This applies in
particular to the attempt made to understand the physical nature of the aquifers better. These aquifers occur
in highly stratified and alternating layers of mudstones, sandstones and siltstones, sparsely intersected by
very few horizontal bedding-parallel fractures, which act as the main conduits of water for boreholes. The
geometry of the aquifers therefore differs completely from that of the media, conventionally used in the
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description of aquifers. Nevertheless, the study has shown that the aquifers should be able to supply in all
reasonable demands for water, provided that they are managed properly, and in accordance with the princi-
ples underlying their physical behaviour.

Two computer programs, the one based on the full three-dimensional representation of the aquifers and
the other a simplified two-dimensional representation, were developed during the project. These programs
will not only enable future researchers to interpret the results of hydraulic tests in these aquifers more con-
sistently, but also to manage Karoo aquifers more consistently. The three-dimensional program can also be
used to elucidate the behaviour of the aquifers in those cases where there is a lack of observational data.
Interested researchers and practitioners can obtain copies of both programs from the Institute for Groundwater
Studies. The three-dimensional program is still in research form, but there is a user-friendly Windows 95
version of the two-dimensional program.

The only original objectives of the project that could not be fulfilled were to represent the geometry of
the aquifers with fractals and the development of hydraulic tests that reflect the geometry of the aquifer and
not only its hydraulic parameters.
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CHAPTER 1

INTRODUCTION

1.1 GENERAL

Water, particularly fresh or potable water, is indispensable for all man's activities on earth. Approximately
75% of the total volume of fresh water on earth is frozen in glaciers, while rivers and lakes hold approxi-
mately 0,33%. The remaining 24,67% occurs as groundwater (Chorley, 1969; Zumberge and Nelson, 1984).
Since the water in glaciers is not available for general consumption, groundwater forms the largest source of
fresh water available to man.

The situation in South Africa, however, is complicated because of the nature of the aquifers. Here
groundwater is usually regarded as an unreliable source of water. The result is that groundwater contributes
only 10% to the national water budget (Department of Water Affairs, 1986). The surface water resources,
however, have now almost been exploited to their limits. South Africa, therefore, will have to make greater
use of its groundwater resources in the future, to meet the demand of the growing population, and also in a
more efficient manner. This is especially true in the semi-arid and arid central and western regions of South
Africa, which cover approximately 66% of the country (Department of Water Affairs, 1986), where there are
no major rivers, or other surface sources. The majority of the inhabitants in these areas therefore depend on
groundwater for their water supply, A large part of these regions, and approximately 50% of the country as a
whole, is underlain by the so-called Karoo Supergroup of geological formations (see Figure 1-1). The poten-
tial thus exists that aquifers in the Karoo Supergroup can make a significant contribution to the water budget
of the country. Unfortunately, Karoo aquifers have a very complex and unpredictable behaviour. The general
view is thus that Karoo aquifers are not reliable sources of water, although there are boreholes which have
provided the residents of farms and towns sustainably with water for many years.

A major characteristic of the Karoo Supergroup, which consists mainly of sandstones, mudstones, shales
and siltstones, is their low permeability. The majority of boreholes drilled in the Karoo formations therefore
have very low yields (< 3,6 m3 rr1)- Indeed, the common view is that Karoo aquifers do not contain large
quantities of groundwater, hence the name Karoo, which is the Hottentot word for dry. However, large
volumes of groundwater are pumped from mines and the basements of buildings daily in areas underlain by
the Karoo formations, which is not what one would expect from aquifers with a limited yield. A number of
studies, of which the one by Kirchner et al, (1991) was perhaps the most detailed, were therefore undertaken
in the past in an attempt to utilize these aquifers more efficiently.

1.2 BACKGROUND OF THE STUDY

The main objective in the study of Kirchner and co-workers was to determine the recharge potential of the
Karoo aquifers. To achieve this, they had to know the storage capacity of the aquifers. Two approaches were
used for this purpose. The first was to determine the storativity of the aquifers through hydraulic tests, and the
second to study the water balance of the aquifers. Since the Karoo Supergroup consists of sedimentary rocks,
they assumed that their hydraulic tests could be analysed with the classical Theis equation. However, this
yielded storativity values ~10"6, three orders of magnitude smaller than that obtained from the water balance
studies. Since the result of the water balance studies agreed more with the historical operation of the aquifers,
Kirchner and his co-workers assumed that the result from the hydraulic tests was wrong, and neglected it.

Although there exist other methods with which the hydraulic parameters of an aquifer can be deter-
mined, the hydraulic (or pumping) test still remains the much preferred method. In this method, one first
observes a series of water levels, and then tries to fit them to a so-called type curve, which depends on the
hydraulic parameters. The main reason for the popularity of the method is that there exist a large number of
graphical techniques that can be used in fitting the data (Kruseman and De Ridder, 1991), although auto-
mated techniques are now available (Duffield and Rumbaugh, 1991). However, the method does not differ
essentially from the classical method of curve-fitting. The danger thus always exists that the data can be

- 1 -



Main Geological Formations

of South Africa

T?ble Mountain
Natal

irariite,
Mania, Van Rhynsdorp
Malmesbury, Kango, Garfep
Tugela, Mapumulo
Qkiep, Buihmanland, Korannaland, Geelvioer,
little Natnaqusland, Keimoes

Waterberg, Soutpansberg, Orange River, OlifantShOek,

Rusienburg, Lebowa, Rashoop } BustiVCift
Transvaal, Rooiberg
Griqualand-Westt Ventersdorp
Witwatersrand, Dominion, PongOla

Barberton, Murchison, Giyani, Beit Bridge
Mynnardskraai Qturtitt. hwtnv'ier G^ass. HmrnQny Gwnte, Goudplass Girtiss, "
flMflfM, tfaap Vafey ^ a fire, & m j Riifer Gneas. etc.

I
n
5'

Alters EgLiAl-Am FVojectioo Standard Parallels M * S and 30' S

Figure 1-1 Geological map of South Africa with the main Karoo basin.



Objectives of the study

fitted to a wrong type curve as illustrated in Figure 1—2. The application of these methods is thus not as
straightforward as textbooks would like one to believe. This applies particularly in cases where the behav-
iour of the aquifer may deviate from the basic assumptions made in the derivation of the type curve. It is thus
imperative that the practitioner of the method should make sure that the type curve he or she is using, is
indeed applicable to the aquifer, as illustrated by the work of Boehmer and Boonstra (1986) on intrusive
dykes in the Karoo sediments.

10'

10"

10,-2

— Neuman

Computed

i i •iLJJlL

1011 10' 102 104 10s 10b

Time (s)

Figure 1—2 Example of the fit between water levels, in a two-layer confined aquifer and the Neuman type
curve for a phreatic aquifer, taken from Botha and Verwey (1992).

There was therefore a strong possibility that the methods Kirchner et at. (1991) used to analyse their
hydraulic tests, misrepresented the aquifers' properties and physical behaviour. It was thus quite natural for
them to doubt the results of their hydraulic tests. Unfortunately, too little information was available at that
stage on the nature of Karoo aquifers to try to determine precisely what the problem was. The Water Re-
search Commission was thus approached with the request to fund a more detailed investigation of these and
other hard-rock aquifers in South Africa.

1.3 OBJECTIVES OF THE STUDY

The objectives of the present study as set out in the original project proposal to the Water Research
Commission were as follows:

(a) An investigation of the nature and behaviour of secondary aquifers, with special reference to the
applicability and reliability of existing conceptual models for the description and analysis of
hydraulic tests, conducted in these aquifers.

(b) The development of improved and/or new techniques for the implementation and analysis of
hydraulic tests in secondary aquifers.

(c) Integration of the improved and/or new techniques, developed in (b), into a user-friendly com-
puter package for the analysis of hydraulic tests in secondary aquifers.

The original idea was to cover all the major secondary aquifers that occur in South Africa—Karoo,
dolomitic, igneous and metamorphic—in the project. Since Karoo aquifers were the most accessible to the
project team, it was natural to start the investigations with these. However, it soon became clear that the
behaviour of these aquifers does not conform to the behaviour of conventional aquifers as described in the
literature. This presented the project team with a difficult decision—abandon Karoo aquifers and continue
with the others, or concentrate exclusively on Karoo aquifers and try to understand their behaviour. Since
Karoo aquifers are the most extensive type of aquifer present in South Africa, the latter alternative was put to
the Steering Committee of the project, who accepted it. The discussion in this report is therefore limited to
Karoo aquifers, to which the research effort was thereafter restricted.
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A Technical Committee appointed by the Steering Committee decided during a field visit in March
1994, that the project could benefit from a more detailed analysis of the structural and geological aspects of
Karoo formations. They therefore requested that Dr. W.P. Colliston and Mr. J.C. Loock of the Department of
Geology at the University of the Free State should become active co-workers on the project, and that the
duration of the project be extended by one year. The objectives of this extension as set out in the revised final
contract with the Water Research Commission were as follows:

(a) To provide an integrated geological working model for the sandstone/shale aquifer(s) at the
Campus Test Site of the Institute for Groundwater Studies. This model may be used to supple-
ment and test the current and future numerical models for fractured aquifers as for example
those deveveloped by the Institute for Groundwater Studies at the UOFS.

(b) To determine and assess the association of structural geological planar structures (e.g. joints,
fractures and faults) and sedimentology (palaeoflow direction, grain framework and microstruc-
ture) with potential groundwater reservoirs in the competent rocks of the Karoo Supergroup.

(c) Representation of the aquifers' geometry by means of fractals.
(d) The development of hydraulic tests that will also reflect the geometry of the aquifer and not only

its relational parameters, as is the case with existing methods.
The attainment of these objectives was, unfortunately, hampered by two unexpected developments. The

first was a considerable delay in the approval for the continuation of the project, and the second the resigna-
tion of Mr. J.P. Verwey, the key researcher responsible for the field investigations. The result was that the
field work had to be restricted to the Campus Test Site, and that none of the more esoteric aquifer tests
envisaged in the motivation for the continuation of the project, could be performed. However, this loss was
somewhat offset by the information gained during the co-operation with the Consulting Engineers, Cahi De
Vries, in the development of a new well-field for the Municipality of Philippolis, and later also for the
Municipality of Rouxville.

1.4 METHODOLOGY USED IN THE INVESTIGATIONS

1.4.1 The Nature of Groundwater Motion

Groundwater does not exist in a vacuum, but in the interstices that occur naturally in all geological forma-
tions on earth. There are thus essentially three research fields that need to be considered in a scientific study
of groundwater phenomena.

(a) The environment, i.e. the geological formations in which groundwater flow occurs.
(b) A study of the interactions between the water and the geological formations.
(c) The formal description of the interactions.
The first step in the study of any aquifer should thus be to understand the geology of the area in which it

occurs. Although the behaviour of the aquifer will mainly be determined by the current state of the geology,
this state is the result of an evolutionary process that took place over many years, even millions of years, as
is the case with Karoo aquifers. It was thus thought worthwhile not to concentrate on the present state of the
Karoo Supergroup alone, but also to look at its historical evolution, as this may explain some features in the
current state that would be difficult to explain otherwise.

The interactions between the water and the geological formations will obviously be controlled by the
laws of physics and chemistry. These laws are embedded in physical theories and described in the conven-
tional language of physics—mathematics. Any discussion of groundwater motion must consequently refer
to elements from these three subjects at one time or another.

A theory is in essence an abstract and general description of a natural phenomenon, or a group of such
phenomena. To apply it to a particular object of study, such as a specific aquifer, requires that one must develop
what Botha (1994) calls a conceptual model for the object. A conceptual model is nothing more than a mental
interpretation of the object, and can be expressed in any convenient form. However, the easiest method to relate
the model to the underlying theory is to couch it also in the mathematical language of physics.

1.4.2 Experimental Sites

The geology and the behaviour of the aquifers were mainly studied at five experimental sites, developed
specifically for this project, and during the development of water supply schemes for the Municipalities of
Philippolis and Rouxville. The first experimental site, henceforth referred to as the Campus Test Site, is
situated on the Campus of the University of the Free State in Bloemfontein, and the other four at Dewetsdorp,
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77 km east of Bloemfontein.
Five percussion boreholes, scattered across the Campus Test Site, existed at the beginning of the project

in 1992. These boreholes were drilled by the Department of Geohydrology at the University of the Free
State, to whom the site belongs. The first step was thus to drill an additional 11 percussion boreholes on the
site. The first 10 of these boreholes were drilled with funds from the Water Research Commission, while the
other one was drilled by the Department of Geohydrology. Six of these boreholes were drilled specifically
with the view to perform cross-borehole packer tests, since the work at Atlantis (Botha et al., 1990) sug-
gested that it is an ideal method to use in the investigation of hard-rock aquifers. The other five boreholes
were drilled mainly to try to clarify anomalies, observed in the water levels of the newly drilled six and the
existing five boreholes. An additional 15 boreholes have since been drilled on the site. Seven of these addi-
tional boreholes are core-boreholes, drilled by the Department of Water Affairs and Forestry and the other
eight percussion boreholes drilled by the Department of Geohydrology. The Department of Geohydrology
also installed piezometers in three of the percussion boreholes on the Campus Test Site.

There are 19 percussion boreholes on the test sites at Dewetsdorp. Eleven of these were drilled as part of
this project, while seven were drilled by the Department of Water Affairs and Forestry as part of the project
of Kirchner et al. (1991). The other borehole, for which no information is available, has been used for years
by the Municipality of Dewetsdorp for production purposes. The Department of Water Affairs and Forestry
also drilled two core-boreholes on two of the sites.

The results for the RouxvilJe project have not been published, but the investigations and the various
production fields at Philippolis have been described by Botha etal. (1996), to which the reader is referred for
more detailed information.

1.5 STRUCTURE OF THE REPORT

Geohydrologists have always assumed that fractures play an important role in the behaviour of Karoo aqui-
fers. A logical conclusion is thus that one should study these aquifers with the methods devised for fractured
aquifers. However, the picture that emerged from the cores of the core-borehoJes drilled on the Campus Test
Site and Dewetsdorp differs substantially from the conventional interpretation of fractured aquifers. This
applies especially to the orientation and distribution of fractures, and the role they play in the movement of
water through the aquifer.

As pointed out in Chapter 2, the behaviour of an aquifer is primarily determined by the geometry of the
voids in the rock matrix of the aquifer. It is therefore of the utmost importance that methods should be found
with which the void geometry of an aquifer can be studied. Three complementary methods that seemed to be
particularly useful for this purpose: detailed geological studies of the aquifer, geophysical surveys and math-
ematical models are consequently also discussed in Chapter 2.

There can be little doubt that the physical properties of Karoo aquifers are related to the paleeo-environ-
ment that existed at the time when the various Karoo formations were deposited. This deposition, which
occurred during the Carboniferous, Permian, Triassic and early Jurassic ages (300 to 193 million years ago),
and the glacial, marine, deltaic and fluvial to seolian environments in which took place, is described in
Chapter 3. These palaeo-environments were responsible for a major characteristic of Karoo formations—the
presence of alternating layers of mudstones, sandstones, siltstones and shales.

The Karoo sedimentation was ended by widespread volcanisrn that occurred during the late Triassic to
early Cretaceous age, 204-120 million years ago. This magmatic activity, which can be related to the tec-
tonic movement of Gondwanaland, is discussed in Chapter 4, where it is argued that the numerous ring
dykes in the Karoo Landscape were caused by the intrusion of magma in the form of laccoliths. This inter-
pretation may be controversial, but provides a natural explanation for the existence of the structures, something
that the conventional interpretation cannot explain, without invoking some rather esoteric mechanisms. The
interpretation also suggests that the Karoo formations should have another characteristic that may be very
important for the flow of groundwater—the presence of fractures, or weakened zones, along the bedding
planes of the alternating layers.

The geology of the five test sites is discussed in Chapter 5. This study revealed that bedding-parallel
fractures do indeed occur in the Karoo formations, as envisaged in Chapter 4. These fractures have apertures
of 1 mm or less, but can cover areas extending over several thousands of square metres, or perhaps even
several square kilometres. However, the fractures are very sparsely spaced and weakly connected. The geo-
metry of Karoo aquifers therefore deviates considerably from that of the media commonly considered in the
literature on groundwater.

An interesting feature that emerged from the structural-stratigraphic mapping of Bloemfontein and its
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immediate surroundings, which is also discussed in Chapter 5, is the north-easterly trending megascopic
domal structure on which Bloemfontein is situated. This structure is very reminiscent of what one would
expect of a laccolithic intrusion.

The information in Chapter 5 is combined with field observations in Chapter 6 to try to understand the
behaviour of Karoo aquifers better. This exercise showed that the yields of boreholes in these aquifers are
ultimately controlled by the bedding-parallel fractures and layered nature of the Karoo formations. This
means that it will be difficult to describe the behaviour of these aquifers without the use of a three-dimen-
sional representation of the aquifer.

Another rather disturbing result that emerged from this study is that Karoo formations, and thus aqui-
fers, may readily be deformed by pumping water from them. This will not only affect the ability of these
aquifers to store and yield water, but can also have a considerable impact on mass transport in the aquifers.
Unfortunately, very little is known about these deformations at the moment.

Three-dimensional mathematical models of groundwater flow are not very popular in geohydrological
circles, mainly for two reasons. The First is that such models require considerably more field data and sophis-
ticated computer resources than an equivalent two-dimensional model. The second is that in field investigations
very little attention is usually paid to those factors that are important in three-dimensional flow, such as the
geometry and structure of the aquifer. However, the discussion in Chapter 6 shows that it will be difficult to
explain the fracture-controlled behaviour of boreholes in Karoo aquifers without a three-dimensional nu-
merical model. The three-dimensional computer program, SAT3, developed in a previous contract with the
Water Research Commission (Verwey and Botha, 1992), was therefore adapted and used to develop a nu-
merical model for the Campus Test Site. The development of the model is discussed in Chapter 7, and its
practical application, calibration and verification in Chapter 8.

The actual application of the model to the Campus Test Site is described in Chapter 9. Two very interest-
ing results that emerged from this model are: (a) flow towards a borehole is restricted to the plane of the
fracture, and (b) the water-yielding fracture can be completely dewatered near the borehole without affecting
the piezometric levels farther away adversely. There is thus a possibility that the water-yielding fracture can
be deformed if the discharge rate of a production borehole is too high.

Although the three-dimensional computer program provides an excellent tool for studies of the general
behaviour of a Karoo aquifer, the program is too complex to use on a routine basis. This applies in particular
to situations where one wants a good, but not necessarily accurate, estimate of the hydraulic parameters of an
aquifer. The field observations and the numerical model of the Campus Test Site in Chapter 9 have shown
that groundwater flows mainly in the vertical direction in a stressed Karoo aquifer. This suggested that some
of the major features in the behaviour of a Karoo aquifer could be described with a two-dimensional vertical
flow model. This model, derived from the three-dimensional model by integrating the radial direction in the
three-dimensional flow equation out, is described in Chapter 10, and used in the estimation of hydraulic
parameters for Karoo aquifers with satisfactory results.

The report concludes with a few comments on the behaviour of Karoo aquifers observed during the
project, but which could not be investigated fully, as well as recommendations for future work in Chapter 11.



CHAPTER 2

THE PHYSICAL BEHAVIOUR OF AN AQUIFER

2.1 INTRODUCTION

The physical behaviour of an aquifer is ultimately determined by the interactions between the water and the
rock matrix in which the aquifer occurs. Although other interactions exist, there is no doubt that the adhesive
force between the water molecules and the boundaries of the voids in the rock matrix is the most basic
interaction. This force can be described mathematically by Laplace's equation (Bear, 1972)

where CT is the surface tension of water, pu and/?, the outer and inner pressure on the water surface, and r, and
r2 the radii of curvature of the water surface, which is determined by the void's geometry. The flow of water
through an aquifer is thus in the first place determined by the geometry of the voids in the rock matrix of the
aquifer. A good knowledge of the void geometry is therefore of the utmost importance in the study of an
aquifer's behaviour.

The dependence of an aquifer's behaviour on the void geometry is so basic that it is rarely mentioned in
groundwater literature. The most common approach is simply to assume that the rock matrix can be repre-
sented as a porous medium, and then forget it (Black, 1993). It is only when the observations cannot be
reconciled with the behaviour of a porous medium, that other media are considered. However, such a change
in the representation of the rock matrix should be made, not merely because the observations cannot be
reconciled, but rather on sound physical evidence. The first step to take in the study of any aquifer should
therefore be to determine the geometry of its voids.

A major reason for the neglect of the void geometry in aquifer studies is that there do not exist very
efficient methods that can be used for this purpose. Indeed, there are only two classes of methods available
for this purpose—geological methods and geophysical methods. These methods are discussed in more detail
in Section 2.2 below.

The modern scientist is usually not satisfied with mere observations of a given phenomenon. What he or
she really wants to do, is try to relate the various observations with one another, and predict the behaviour of
the phenomenonunder various conditions in the future. In the exact sciences, this objective is achieved by
developing a suitable theory for the phenomenon. A similar approach is also applied in geohydrology, but
instead of referring to a theory, geohydrologists seem to prefer the word model, without specifying precisely
what they mean by the term. This aspect together with some problems associated with one of the most basic
tools used to investigate the behaviour of an aquifer—hydraulic tests— are discussed further in Section 2.3.

2.2 DETERMINATION OF AN AQUIFER'S VOID GEOMETRY

2.2.1 Geological Methods

The geometry of voids at any point in the earth's subsurface is closely related to the geological formation
present at that point. The easiest way to get an idea of the void geometry of an aquifer is therefore to know
the geology of the area in which the aquifer is situated. The first step to determine the behaviour of an aquifer
must thus always be to determine the geology of the formation, or formations, in which the aquifer occurs.

The geological methods, commonly used to determine the geology of an area—field surveys, geological
maps, aerial photography and satellite imagery—unfortunately tend to concentrate more on properties of the
earth's surface. Such surveys can certainly provide useful information on the area] extent of an aquifer, and on
the influence man may have on the behaviour of the aquifer, but not the geometry of the voids in the aquifer,
since aquifers generally occur at depth. It is thus important to supplement area! surveys with surveys in depth.

- 7 -
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One in-depth method that can be applied quite easily, is to compile a geological profile of a borehole.
There are basically two approaches that can be used for this purpose. The first is to use the drill chips ejected
during the drilling of a borehole, and the second is to drill core-boreholes. Although drill chips cannot yield
the same detailed information as cores, they are always present at the drilling of a borehole. The compilation
of geological profiles should thus really be a standard practice in the drilling industry. Unfortunately, this is
not the case in South Africa. Core-boreholes, on the other hand, are very expensive to drill. Nevertheless,
they provide such useful information that it is always worthwhile to try and drill a few of them, especially
when developing a well-field in an unknown formation. In fact, it would have been impossible to explain the
behaviour of Karoo aquifers, were it not for the core-boreholes the Department of Water Affairs and Forestry
drilled on the Campus Test Site and two of the test sites at Dewetsdorp.

Another way in which geology can contribute towards a better knowledge of an aquifer's behaviour, is
through an understanding of the origin and evolution of the formations that contain the aquifer. This aspect
is so basic, yet geohydrologists do not seem to pay particular attention to it if one looks at the existing
literature. Although such an approach is understandable, information of this kind should not be neglected in
the study of an aquifer's behaviour. Indeed, it was only when the history of the Karoo Supergroup was taken
into account that the behaviour of Karoo aquifers could be explained in logical and physically acceptable
terms.

2.2.2 Geophysical Methods

It is not unfair to say that Geology is a science of observation when one compares it with some of the more
exact sciences such as Physics and Chemistry. To circumvent this deficiency, geologists often turn to the
latter subjects for more exact measurements. This applies especially in those situations where information is
needed below the soil surface. Geophysical techniques are consequently often employed in ground water
investigations.

Magnetic airborne surveys are very useful in the structural mapping of an area, particularly to determine
the dominant direction of tectonic movement, and the location of features such as faults, dykes and fracture
zones. However, the majority of geophysical surveys (magnetic, electromagnetic, electric and gravitational),
used in groundwater investigations, are surface-based. These methods can yield valuable information on the
global geometry of an aquifer, but not of the void geometry. The results are also often ambiguous, especially
in Karoo aquifers with its numerous layers of mudstones, sandstones and siltstones. It may thus be necessary
to use a combination of these techniques, to overcome the ambiguities (Partridge and Hubert, 1993). Unfor-
tunately, The methods are very tedious, time-consuming and thus expensive. Geophysical surveys are
consequently often conducted very superficially and then only to site boreholes.

Two new geophysical techniques that seem especially promising for groundwater investigations in the
Karoo formations, are high resolution radio and seismic tomography. In these techniques, one observes the
attenuation of radio and seismic waves by the intervening rock masses between two boreholes. Results from
Karoo aquifers (Wedepohl et al., 1995) indicate that seismic tomography provides excellent information on
the geometry of the intervening rock masses. Radio tomography, on the other hand, can be used to determine
the flow pattern of the groundwater, although not for distances exceeding 50 m.

2.3 GROUNDWATER MODELS

2.3.1 Definition of the Term Model

The word model has so many interpretations in groundwater literature, that it is sometimes not clear what is
meant by it (Konikow and Bredehoeft, 1992). This confusion is discussed by Botha (1994), who ascribes it
to the lack of a theory for groundwater motion. It may thus be worthwhile to briefly discuss the term 'theory'
and how it relates to the word 'model', as used in groundwater literature, before proceeding with the discus-
sion on the application of models.

The South African Oxford Dictionary describes the word theory as: 'a supposition or system of ideas
explaining something, especially one based on general principles independent of particular things to be
explained (e.g. the atomic theory). A theory in the exact sciences thus usually consists of two components:
non-trivial observations of a phenomenon and man's ability to reason abstractly (Botha, 1994).

It is quite common in establishing a theory for a phenomenon to come across quantities, or interactions,
to borrow a term from physics, that play a basic role in the theory, but cannot be measured directly in general.
What is usually done in such cases, is to relate the interaction to a more directly observable quantity, or
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observable, through a number of constitutive parameters (Botha, 1994). A well-known example of such an
interaction in the theory of groundwater motion is Darcy's law

q = -KV<p(x,0

where q(x, f) is the Darcy velocity, K the hydraulic conductivity tensor and V<p(x, t) the gradient of the
piezometric head.

The results derived from a theory usually take the form of mathematical equations, which may have to
be transformed further before they can be applied to observations of a particular phenomenon. For example,
one has to prescribe suitable boundary conditions, and then solve the equation, either analytically or numeri-
cally, before the results can be applied to a particular phenomenon if the equation is a differential equation.
It is these transformations, commonly known as the application of a theory in the exact sciences, that are
usually described by the term model, or more specifically, conceptual model, in groundwater literature. The
ideal would thus have been to discard the term model completely, and just use the term theory also in
groundwater. However, the term model is so entrenched in the literature on groundwater, that this will be
difficult. This situation has led Botha (1994) to introduce four types of models.

(a) Mathematical models—used when one wants to refer to the general equations governing the motion
of groundwater.

(b) Conceptual models—used to denote the governing equations in a mathematical model and the auxil-
iary conditions (e.g. boundary conditions) needed to solve the governing equations for a specific aquifer.

(c) Analytical models—-used to denote analytical solutions of conceptual models.
(d) Numerical models—used to denote numerical solutions of conceptual models.

This nomenclature will be used exclusively in the discussion that follows.
The main advantage of a theory is that it supposedly represents the best description of a phenomenon's

physical behaviour, at a specific moment. The question thus arises of what to do with observations that do
not agree with the theory. The approach, normally followed in the exact sciences, is to repeat the observa-
tions, and discard them if they do not yield consistent results. It is only when the results are repeatedly
inconsistent with the existing theory that scientists begin to doubt the validity of the theory. Experience has
taught that this situation usually arises because the existing theory neglects one or more of the basic interac-
tions that controls the phenomenon. Since a theory is nothing more than a product of the human intellect, it
is usually possible to adapt the theory to the inconsistent new results, or to develop a new theory that can
account for the new and all previous results. A theory may thus never be complete, but can be very helpful in
understanding the behaviour of a physical phenomenon.

As mentioned in Section 2.1, the flow of water in an aquifer is controlled mainly by the geometry of its
voids. An ideal theory for groundwater motion should therefore include a description of the void geometry,
which, unfortunately, is usually not known. A common practice in the literature on groundwater phenomena
is thus to assume that the geometry of an aquifer can be represented as a porous matrix in one form or
another. The majority of conceptual models used today in groundwater investigations, are consequently
based on the theory of flow through a porous medium, although not often appreciated as such.

2.3.2 Hydraulic Tests

One reason for the popularity of porous flow models is that the influence of the matrix geometry on the flow
can be described by a few constitutive parameters, commonly known as hydraulic parameters (Bear, 1972).
The possibility therefore exists that one can describe the flow of a fluid in a porous medium without any
reference to the actual geometry of the matrix if these parameters can be determined experimentally. This is
probably the main reason why the geometry of an aquifer is so often neglected in groundwater studies.

It should not be too difficult to determine the hydraulic parameters of a true porous matrix in which the
flow is not influenced by other factors. Unfortunately, there are not many geological formations whose
geometries compare favourably with that of the hypothetical porous media, usually considered in the phys-
ics of flow through a porous medium. Moreover, the flow in natural aquifers is often controlled by a number
of other factors. Some of the more important of these are: the reaction of the voids to stresses and strains,
variations in the concentrations of dissolved solids, heterogeneity of geological formations, disturbances
caused by man and the rate at which the aquifer is recharged or discharged. Since it is difficult to measure
these factors directly, geohydrologists often try to derive their influence from observations of the pressure
distribution in the aquifer. This quantity is not only easy to measure, but its behaviour must clearly also
reflect the influence of the other factors. This led to the introduction of perhaps the most widely used obser-
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vationai method in groundwater literature—the hydraulic test.
The first step in a hydraulic, or pumping, test (as it is more commonly, but erroneously, called), is to

stress the aquifer. This is usually done by disturbing the water level in a chosen borehole, henceforth referred
to as the perturbed borehole, and then observe the response of the water levels in suitably placed observation
boreholes. The hydraulic parameters are then derived by fitting the observed responses of the water levels to
a suitable analytical model for the aquifer (Kruseman and De Ridder, 1991).

There are three basic difficulties inherent in this approach. The first is: how does one know that the
chosen analytical model represents the aquifer's geometry and thus physical behaviour accurately? This
question is particularly important when the modeller relies only on a compendium of analytical methods,
such as Kruseman and De Ridder (1991), to choose an analytical model. For, although the authors give a
detailed description of the constraints of each of the models, the constraints are mainly mathematical in
nature. Nowhere is there any mention of the geometry of the voids, or other factors, that may influence the
fit.

Kruseman and De Ridder (1991) admittedly divide their models into two broad classes of aquifers:
those whose matrices can be represented by a porous medium, and those whose matrices can be represented
by a dual porous medium. However, there are no guide-lines that can be used to decide whether an aquifer
can indeed be represented by the chosen medium, except by looking at the various drawdown curves—a
procedure fraught with difficulties. The possibility therefore always exists that the hydraulic parameters
derived from a hydraulic test may not be representative of an aquifer (Botha and Verwey, 1992), or contain
large unknown errors (De Marsily, 1986).

One approach to ensure that the hydraulic parameters are representative of the aquifer is to make sure
that there does not exist more than one analytical model that fits the data with the same accuracy. However,
this approach can be time-consuming, and not very productive. It is thus imperative that the analyst of a
hydraulic test should always ensure that the chosen analytical model satisfies the basic physical properties of
the aquifer for which the analytical model is used.

A second approach, which is essential if none of the existing numerical models fits the observations, is
to go back to the basic theory and derive a new conceptual model for the aquifer. However, this approach is
not without difficulties either, for the following reasons.

(a) There may not be enough observations, especially field observations, to determine the physical and
geometrical properties of the aquifer precisely—a prerequisite to derive a new and successful concep-
tual model for the aquifer,

(b) It may not always be clear how to formulate a mathematical model for the specific type of aquifer.
(c) The appropriate conceptual model may not have an analytical model, even for regular boundaries, in

which case one has to resort to a numerical model.
The approach is nevertheless the only one possible if one wants accurate results.

Another difficulty with conventional hydraulic tests is that the analytical models, known today, require
that the aquifer can be represented by a regular and homogeneous domain, usually a sphere (Muskat, J937;
Theis, 1935). One consequence of this assumption, and the heterogeneity of natural geological formations,
is that the observed drawdowns usually deviate from the analytical model, especially at early times. It is thus
often said that hydraulic tests produce better results if performed over a long time. However, there is no
mathematical function, even those that contain the time as an independent variable, that will suddenly change
shape without a change in its constitutive parameters. The real reason why a long time seems to be more
appropriate for the performance of a hydraulic test, follows briefly. The flow of groundwater is governed by
the law of mass conservation, which can be described mathematically by a parabolic partial differential
equation (Bear, 1979; Verwey and Botha, 1992). It is not difficult to show (Weideman, 1980) that the solu-
tion, u(x,t), of any parabolic partial differentia] equation can always be expressed in the form

u(x,t) = c0 + ^ ct exp(-X,r)g,(x) (X,- > 0, X, < k2 <•••) (2.2)

where, the c. are constants and the g(x) functions of the spatial co-ordinates x. The drawdown at large times
will therefore tend towards the constant value

Any information contained by the Fourier terms under the summation sign in Equation (2.2) will therefore
be lost if the analysis of the drawdowns is restricted to large times. Deviations of the observed drawdowns
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from the chosen analytical model must therefore be regarded as an indication that the model is incorrect
when analysing hydraulic test data. It is thus gratifying to see that conceptual models, more concerned with
the accurate representation of the aquifer's geometry rather than the ease of evaluation, begin to appear in
the literature (Cacas et al, 1990).

The third and final difficulty with hydraulic tests is more subtle and applies whether the user uses an
analytical or a numerical model. To show this, it is sufficient to notice that the parabolic partial differential
equation which describes the flow of ground water, can be expressed in symbolic form as

L[a]cp = /

where <p is the piezometric head, a the hydraulic parameters of the aquifer, L[-] the parabolic partial differen-
tial operator and/ the strength of sources or sinks. The common procedure in applications of differential
equations is to specify the parameters a, prescribe suitable initial and boundary conditions and then solve for
tp. However, the procedure is exactly the opposite in a hydraulic test. Here one tries to recover values for the
parameters, a, from the solution <p. This type of problem is consequently known in the mathematical litera-
ture as the inverse problem.

One difficulty of the inverse problem is that its solution is ill-posed (Sahimi, 1995; Sun, 1994). This
means that the problem has an infinite number of solutions. The fact that a set of hydraulic parameters
satisfies a given set of piezometric heads, thus does not necessarily mean they are representative of the
aquifer. This can only be assured if one knows beforehand that the differential equation, and the prescribed
boundary and initial conditions, truly represent the physical behaviour of the aquifer.

2.4 CONCLUSION

It is common practice to describe the physical behaviour of an aquifer with a conceptual model. These
models contain certain hydraulic parameters, the number and type of which are determined by the aquifer's
void geometry. The void geometry must therefore be known before the model can be applied in practice with
confidence . Unfortunately, this is usually not the case. To circumvent this lack of knowledge, two assump-
tions are often made in studying the behaviour of an aquifer. The first is that the rock matrix can be represented
as a porous medium, and the second that the hydraulic parameters can be determined by fitting a conceptual
model inversely to drawdowns observed during a hydraulic test.

Judging from the discussion above, this approach suffers from two serious disadvantages. The first, and
most serious one, is that the porous matrix may not represent the geometry of the aquifer's voids. Since the
results of applying a wrong conceptual model to an aquifer will be meaningless, care should be taken to
avoid it at all costs. One approach to prevent this situation is to look for deviations between drawdowns,
observed during a hydraulic test, and the conceptual model. Any deviations that occur at early times are
particularly important in this regard.

The previous approach may not always yield acceptable results, however. The reason for this is that the
solution of the inverse problem is not unique. The possibility thus exists that a wrong conceptual model may
fit the observed drawdowns perfectly, as has been illustrated by Botha and Verwey (1992). It is therefore
dangerous to rely solely on hydraulic tests to determine the hydraulic parameters of an aquifer, particularly
those based on unconfirmed inverse models.

The best approach to study the behaviour of an aquifer is to established its true geometry, by whatever
geological and geophysical methods are available, and then derive a suitable conceptual model for the aqui-
fer. This will not only ensure that the hydraulic parameters are representative of the aquifer, but may also
indicate how one can determine them, perhaps without invoking an inverse model. Judging from the experi-
ence gained during the present investigation, core-boreholes can be of considerable value in this regard,
especially if one wants an accurate description of the aquifer's geometry. However, as Botha and Magda
(1993) have shown, much can sometimes be learnt from more common observations, provided one does not
have preconceived notions about the geometry of the aquifer.



CHAPTER 3

THE KAROO SUPERGROUP

3.1 GENERAL

As pointed out in Chapter 2, it is always advantageous to have some knowledge of the historical devel-
opment of the formations in which aquifers occur. Since the Karoo aquifers of South Africa occur
within the so-called Karoo Supergroup, this chapter will be devoted to a brief discussion of this Super-
group's development.

The available information indicates that the Karoo Supergroup was formed when sediments filled an
intracratonic, foreland basin on Gondwanaland, during the Carboniferous, Permian, Triassic and early Jurassic
ages, 300 to 160 million years ago (Truswell, 1970). Since Gondwanaland drifted from polar to tropical
latitudes during this period, the sedimentation occurred under different depositional environments (Tankard
et al., 1982). The result is that one can clearly distinguish between different groups of sediments, each with
its own physical properties, within the Supergroup today (see Figure 3-1).

BasaltDrakensberg Volcanics

Cross-bedded sandstone

Red mudstone and
sandstone
Sandstone, conglomerate
and mudstone

= r ^ Burgersdorp Formation

Katberg Sandstone

Green, grey and purple
mudstones

Sandstone

Shale and sandstone

Jurassic

Triassic

Permian

Tillite and diamictite Carboniferous

Figure 3-1 The Karoo Supergroup. [Adapted from Tankard et al. (1982).]

The main Karoo Basin overlies the central and eastern parts of South Africa, with its deepest parts in the
southern part of the Northern Cape Province and Lesotho (Du Toit, 1954), as shown in Figure 3-2. Smaller
isolated subsidiary basins also occur in Gauteng, Mpumalanga and Namibia (Visser, 1989). However, these
subsidiary basins do not contain the Dwyka, Beaufort or lower Stormberg Groups (Truswell, 1970).

The structure of the different groups in the main basin and the influence this structure has on the hydro-
logical properties of the aquifers in the Karoo Supergroup are discussed in Sections 3.3 to 3.6 below. This is
followed by a discussion of a few processes that transformed the original sediments in Section 3.7, and
recent formations in Section 3.8. However, it may be worthwhile to first discuss another phenomenon—the
formation of the Cape Fold Belt—-that had a significant influence on the structure of the Karoo Supergroup,
as it is known today.
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3.2 THE CAPE FOLD BELT

It is known that an island arc (an arcuate chain of islands located and aligned in relation to an orogenic
belt and characteristically having a deep trench on the convex side) began to develop south of the
present-day coastline of Africa, even before the Karoo sedimentation began. It is difficult to explain the
development of the island arc. One possible explanation is to relate it to the great, unexplained cata-
clysm, that struck the earth towards the end of the Permian Age and may have been responsible for the
break-up of Pangsea. What the cataclysm did, was to fracture the once solid Gondwana Plate into a
number of protoplates, that began to collide with one another. The island arc, under discussion, seems
to have been caused by compressional forces created by the collision of the proto-African plate and the
proto-southern plate, associated with the Falkland plateau (Tankard et at., 1982). This island arc even-
tually developed into a volcanic mountain range, that gave rise to the Cape Fold Belt, and thus a second
source of orogenic material for the Karoo sedimentation.

The transformation of the island arc into the Cape Fold Belt caused an enormous folding of the Karoo
strata, as can be seen from the cross-section through the Karoo Basin in Figure 3-2, Folds and faults are
consequently quite common in the south and south-western Karoo Basin. The formation of these structures
must certainly have caused the development of secondary porosities in the aquifers, but at the same time at
least partially destroyed their primary porosity. A good knowledge of structural geology may thus be neces-
sary to try to understand the geometry and behaviour of aquifers in the area subjected to the folding.

3.3 THE DWYKA FORMATION

3.3.1 Deposition

The Dwyka sediments, which are situated at the base of the Karoo Supergroup, have been deposited on older
Precambrian granitic rocks in the north and sedimentary rocks, associated with the Cape Fold Belt in the
south. This sedimentation took place when Gondwanaland migrated over the South Pole during the Carboni
ferous Age.

Visser and Kingsley (1982) use an east-west line, representing a palseo-coastline, to divide the Dwyka
Formation into a northern and southern facies. The northern facies was mainly deposited in deep valleys,
eroded by glaciers that moved from topographical high areas towards a sea, while the southern facies was
deposited in glaciomarine conditions on a sea-bed. This interpretation is consistent with the observation that
the thickness of the deposits in the northern facies varies considerably over short distances (0 - 700 m) in an
east-west direction, while the thickness of the southern facies is more uniform. These properties and the fact
that the Dwyka sediments wedge out from a thickness of 800 tn in the south, to 100 m in the north (Tankard
et al., 1982), suggest that the Dwyka sediments were deposited along the coastline of a palso-sea, under
conditions of glaciation.

The Dwyka Formation consists mainly of Dwyka diamictite—angular to rounded clasts of the basement
rocks, embedded in a clay and silt matrix. However, varved shales, sandstone layers and conglomerates,
typical of a fluvio-glacial environment, are also present. The diameters of clasts in the Dwyka diamictite of
the northern facies (-3 m) are often larger than those of clasts in the southern facies (~1,5 m), which moreover
tend to fine upwards. This suggests that the intensity of flows decreased with time.

The Dwyka Formation is ordered vertically in cycles that persist laterally in the southern and western
parts of the Karoo Basin. These cycles, four of which have been identified in the west, contain massive tillite
followed by bedded diamictite and linear to sheetlike bodies of sandstones deposited by outwash and float-
ing ice (Tankard et al, 1982).

3.3.2 Hydrological Properties of the Dwyka Formation

The Dwyka diamictite, shales and tillites have very low hydraulic conductivities [~10~ to 10~ m s~
(Driscoll, 1986)], and virtually no primary voids. They therefore tend to form more aquitards than aquifers
(Freeze and Cherry, 1979). The few sandstone bodies deposited in the glacial valleys of the northern facies
are very limited in extent, and sealed off by the diamictite. The aquifers in them are therefore limited and
often only contain fossil water. Since the Dwyka sediments were deposited mainly under marine conditions,
the water in these aquifers tends to be saline. Exploitable aquifers thus only exist in a few places, where sand
and gravel were deposited on beaches or where the Dwyka Formations are fractured significantly. The Dwyka
Formation is thus not an ideal formation for the development of aquifers.
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3.4 THE ECCA GROUP

3.4.1 Deposition

In its continued drift northwards, Gondwanaland entered a more temperate region during the Permian Age
(286-248 Ma). The Dwyka ice cap thus began to melt, leaving a deep basin in the south and incised glacial
valleys in the north, as illustrated in Figure 3-3.

Orogenic Source y

Dwyka Basin

Figure 3-3 Diagrammatic sketch of the Ecca Group's deposition, [Adapted from Reineck and Singh (1973).]

The melting of the ice slowly began to erode the exposed bedrock formations to form rivers in the
glacial valleys. The more temperate climate caused the flood-plains of these rivers to be covered by mats of
swamp vegetation—the sources of the coal-seams often found on top of the coarse, fluvial channel sand-
stones in the Ecca Group (Tankard et al, 1982).

The island arc south of the Dwyka basin began to develop into the Cape Fold Belt at this time. The
compression resulting from the formation of the Belt, caused the original basin to shrink considerably and to
form a southern shore-line. This allowed streams to also flow from the elevated areas of the island arc
towards the basin. These streams deposited sheetlike sandstone bodies (~25 m thick), overlain by fine-
grained sediments, along the southern shore of the basin (Tankard et al., 1982).

Some of these fluvial systems must have been quite extensive, judging from the width of sandstone
bodies (500 m to 30 km), associated with the Ecca Group. These bodies are especially prominent in
Mpumalanga, which is situated on the northern part of the basin. This suggests that the largest fluvial sys-
tems occurred along the glacial Dwyka valleys on the northern shore-line of the basin.

As the waves eroded the cliffs at the contact of the flood-plains and the basin, the larger fluvial systems
began to form deltas along the shallow parts of the basin's shore-line, thereby prograding the strand-plain
and shore-line. This gave the rivers the opportunity of building their deposits slowly forward and to create
so-called prodeltas.

The progradation of the delta systems led to the formation of shallow lagoons, on a stable shelf, along
the shore-line of the basin (see Figure 3-3). This resulted in the deposition of sheetlike sandstone bodies,
over wide areas of the stable shelf. The base of the Vryheid Formation near Durban, which consists primarily
of sediments derived from lagoon deposits, is a good example of these strand-plain deposits.

The physics of sedimentary transport requires that coarser particles in the flow settle first, while finer
particles are transported deeper into the basin. The coarse fractions of the sediment load were therefore
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deposited on the banks of the main channels as levees, while the finer grained sediments were carried out
further into the delta front. The fine to very fine-grained sediments were deposited on the prodeltas, illus-
trated in Figure 3-3, as silt and clay. This explains why the sediments in the Ecca Group tend to coarsen
upwards. However, the interfingering of large sheetlike sandstone bodies and Ecca shales, as can be ob-
served at Bothaville in the Northern Free State for example, indicates that the transgression of the basin's
water level and wave action reworked the Ecca sediments a number of times. In fact, Tankard et al. (1982)
recognised as much as eight periods of delta progradation and transgression. The coarseness of Ecca forma-
tions thus often changes considerably with depth, particularly along the palaso-shore-Jine of the basin.

An interesting feature of the Ecca period is the deep trough, with an east-west trend, that developed in
the southern parts of the basin. The origin of the trough is not known, but it was possibly caused by
downwarping or subsidence. The trough, which had a maximum thickness of approximately 2 000 m in the
Eastern Cape, was filled with mud and silt that accumulated in the sediment starved basin (Tankard et ah,
1982). The succession in the trough therefore consists mainly of Ecca shales.

Gravity flows, associated with deltas that prograded from the north, south and west near the end of the
Ecca period, led to the deposition of turbidife sandstones, in the deeper parts of the basin. These sandstones
are usually very dense, and thus unable to transmit large quantities of water.

The preceding discussion shows that the Ecca Group was mainly deposited under deep marine condi-
tions. However, the presence of layered tuffs in the Collingham Formation indicates that there was also some
distant volcanic activity during this period.

3.4.2 Hydrological Properties of the Ecca Group

The Ecca Group consists mainly of shales, with thicknesses that vary from 1 500 m in the south, to 600 m in
the north. Since these shales are very dense, they were often neglected as sources of groundwater in the past.
However, as illustrated in Figure 3-4, their porosities tend to decrease from ~0,l north of latitude 28? S, to <
0,02 in the southern and south-eastern parts, while their bulk densities increase from ~2 000 to >2 650 kg rrr\
The possibility thus exists that economically viable aquifers may exist in the northern parts of the areas
underlain by the Ecca shales. It is thus rather surprising to find that there are areas, even in the central parts,
where large quantities of water are pumped daily from the Ecca shales. The Petrusburg district in the central
Free State, where 4 500 ha are irrigated from boreholes drilled into the Ecca shales, compared to the 2 000 ha
irrigated from the Modder River that flows through the district is a prime example of such an area. One
should therefore not neglect the Ecca shales as possible sources for groundwater.

Johannesburg • ,

Estimated porosity ±0,02
Estimated density 2 60O-2 650

Durban

East London

Cape Town
Port Elizabeth

Figure 3-4 Contour map of the porosities and bulk densities of the Ecca shales in South Africa. [Redrawn
from the map in Rowsell and De Swardt (1976).]
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The prodelta sandstones represent another formation of the Ecca Group in which one would expect to
find high-yielding aquifers. Unfortunately, Rowsell and De Swardt (1976) have found that the permeabilities
of these sandstones are also usually very low. The main reason for this is that the sandstones are usually
poorly sorted, and that their primary porosities have been lowered considerably by diagenesis.

Sand grains tend to orientate themselves with their longest axis parallel to the flow direction in fluvial
processes. One can therefore expect that sedimentary rocks will exhibit preferential flow paths, and that their
hydraulic conductivities will be larger in the direction of the palseoflow, than perpendicular to it. Such rocks
are said to be anisotropic. Since the Ecca Group was deposited in a fluvial environment, one would expect
Ecca aquifers to be anisotropic. The methods used to analyse hydraulic tests from these aquifers must there-
fore be able to account for this anisotropy.

3.5 THE BEAUFORT GROUP

3.5.1 General

The continued deep-water sedimentation and delta growth filled the original Karoo Basin almost completely
towards the end of the Ecca period. However, at this stage the Cape Fold Belt experienced a renewed uplift.
This caused an isostatic subsidence along an east-west axis that developed into a foreland basin and a new
cycle of sedimentation. This sedimentation led to the deposition of what is now known as the Beaufort
Group (Rowsell and De Swardt, 1976; Theron, 1970). This Group achieves a thickness of approximately
3 000 m in the Eastern Cape Province, and underlies an area of approximately 200 000 km2. The Group
therefore constitutes the major member of the Karoo Supergroup in South Africa today, as can be seen in
Figure 1-1.

The Beaufort Group is stratigraphically divided into two major units, the upper Tarkastad Subgroup and
the lower Adelaide Subgroup. The Tarkastad Subgroup is subdivided into the upper Burgersdorp Formation
with its brightly coloured red, blue and green mudstones and the lower Katberg Formation, that can be up to
900 m thick. The Katberg Formation also contains brightly coloured shales and mudstones, but consists
mainly of thick layers of coarse-grained sandstone.

The Adelaide Subgroup consists mainly of green, bluish, grey and red mudstones and fine-grained sand-
stones that form thick lens-shaped units (Du Toit, 1954). The subgroup is further divided into the Teekloof,
Abrahamskraal and Balfour Formations. The Balfour Formation consists of coarse sediments at its base,
which change upwards into red and purple mudstones and fine-grained sandstones.

3.5.2 Deposition

Two fluvial processes were responsible for the deposition of the Beaufort Group: braided and meandering
streams, illustrated in Figure 3-5. Braided streams tend to develop on steep slopes, have high stream veloci-
ties and consist of a number of channels, while meandering streams usually consist of a single channel, have
low stream velocities and develop on relatively flat terrain (Davis, 1983). A stream can therefore be braided
along some parts of its length and meandering on the rest, depending on the topography of the terrain through
which it flows.

Deposits on the beds of braided streams consist mainly of coarse sediments, conglomerates and patches
of finer grained material on their banks, while meandering streams deposit mainly fine-grained sand, mud
and silt with little or no conglomerates (Visser, 1989).

The channels of streams are not stationary, but tend to migrate laterally. In braided streams, this
migration often extends over large areas but is restricted in meandering streams to a small, sandy mean-
der-belt next to the vegetated banks and their associated muddy sediments (Scholle and Spearing, 1982).
This lateral migration of the channels tends to produce cycles in which the coarse-grained channel
deposits are overlaid by fine-grained deposits. The sheetlike, wedge-shaped sandstone layers intermin-
gled with shale lenses often found in the Beaufort Group can therefore be ascribed to braided streams.
However, the horizontal layers of alternating sandstone, siltstone and mudstone are due to meandering
streams (Tankard et al., 1982).

3.5.3 Hydrological Properties of The Beaufort Group

The major source areas of the Beaufort rocks were far from the basin, especially in the north. The
coarser rocks in the Beaufort Group are therefore found near the Cape Fold Belt, which forms the
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Figure 3-5 Models of (a) a braided river environment, and (b) a meandering river environment, [Redrawn
from Scholle and Spearing (1982).]

southern border of the Beaufort Group, while those in the central basin consist mainly of mudstones,
shales and fine-grained sandstones. These fine-grained sediments were mainly deposited where the
braided rivers began to meander. The sedimentary units in the Group therefore usually have very low
primary hydraulic conductivities.

Since the Beaufort Group was also deposited in a fluvial environment, one can expect that aquifers in
these formations will, like those in the Ecca Group, be anisotropic. The geometry of these aquifers, however,
is further complicated by the migration of the braided and meandering streams. Aquifers in the Beaufort
Group will therefore not only be multi-layered, but also multi-porous with variable thicknesses.

The contact plane between two different sedimentary layers will cause a discontinuity in the hydraulic
properties of an aquifer. The pumping of a multi-layered aquifer will thus cause the piezometric pressure in
the more permeable layers to drop faster than those in the less permeable layers. It is therefore possible to
mine the more permeable layers of the multi-layered Beaufort aquifers completely, without materially af-
fecting the piezometric pressure in the less permeable layers. This complex behaviour of aquifers in the
Beaufort Group is further complicated by the fact that many of the coarser, and thus more permeable, sedi-
mentary bodies are lens-shaped. The life-span of a high-yielding borehole in the Beaufort Group may therefore
be limited if the aquifer is not recharged frequently.
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3.6 THE STORMBERG GROUP

3.6.1 The Stormberg Basin

During the Triassic (230-193 Ma), sediments again began to accumulate in four smaller basins in Southern
Africa, caused by a renewed uplift of the Cape Fold Belt. The relic of one of these basins, known as the
Stormberg Basin, covers an elliptic area that stretches from the northern parts of the Eastern Province into
the Free State, Lesotho and KwaZulu-Natal (see Figure 1-1). The other three basins are situated in Zimba-
bwe, Namibia and Botswana (Visser, 1984), and will not be discussed here.

The formations deposited in the Stormberg Basin, collectively referred to as the Stormberg Group, form
the upper formations in the Karoo Supergroup. These formations are: the Molteno Formation, that directly
overlies the Beaufort Group, the Elliot Formation and the Clarens Formation (see Figure 3-1). The forma-
tions form a clastic wedge towards the source areas in the south, while their strata are mainly horizontal to
sub-horizontal with a dip towards Lesotho (Visser, 1984). The sediments in these formations range from
conglomerates to mudstones.

3.6.2 The Molteno Formation

The Molteno Formation forms a wedge with a maximum thickness of 640 m at Maclear, in the south-east,
and 30 m at Bethlehem in the north-eastern Free State (Tankard et al., 1982; Visser, 1984). The Formation,
which resembles the Katberg sandstone unit of the Beaufort Group, forms a single sandstone unit herewith
prominent topographical high areas. Pebbles often found at the contact of the Molteno Formation and Beau-
fort Group indicate that the base of the Molteno Formation is an erosional surface. This implies that the
Molteno sediments eroded the Beaufort sediments before deposition took place (Theron, 1970).

Six depositional cycles, tectonically related to renewed uplifts of the Cape Fold Belt, have been identi-
fied in the Molteno Formation (Tankard et al., 1982). Each of the cyles starts with conglomerates and coarse
sandstones at the base, followed by fine-grained sandstones and shales with coal-seams. The coarse sediments
in the cycles were deposited by braided streams, and the finer sediments by meandering streams (Visser,
1984). The coal-seams indicate that a rich and varied plant growth existed in swamps on the flood-plains
during the Molteno era. The cycles are laterally uniform over large areas, but tend to be coarser towards the
source areas in the south.

3.6.3 The Elliot Formation

The Molteno sedimentation was followed by the Elliot sedimentation. At this stage, Gondwanaland has
drifted more northwards and entered an area where the climate was hotter and drier than in any of the
preceding ages. Sediments transported from the source areas eroded and lowered these areas considerably,
while filling the Stormberg basin at the same time. The basin thus became shallower with time. The Elliot
sediments were therefore mainly deposited under highly oxidizing conditions by meandering streams with
reduced energies (Visser, 1989).

The Elliot Formation forms, like the Molteno Formation, a wedge with a maximum thickness of 500 m
in the south and 20 m in the north (Tankard et al., 1982; Visser, 1984). The contact between the two forma-
tions is transitional and easily recognisable as the first succession of red mudstone. This is followed by
medium to fine-grained sandstones—the so-called 'red beds' of the Eastern Free State.

The Elliot Formation is characterized by a succession of alternating sandstone, siltstone and mudstone
layers, with sandstones dominating in the east and south, and mudstones in the north-west (Theron, 1970).
Although the whole formation thins out to the north, all three zones are present throughout. The mudstones
are often 100 m thick with thin lenses of fine-grained sandstone (Tankard et al., 1982). The prominent
sandstone bodies in the south can be up to 15 m thick, but tend to pinch out laterally (Visser, 1984).

The Elliot Formation was deposited by the same processes as the Beaufort Group. Its geometry there-
fore much resembles that of the Beaufort Group. The only significant difference is that the Elliot Formation
contains more red mudstones and less sandstones.

3.6.4 The Clarens Formation

After the deposition of the Elliot sediments, Gondwanaland was situated at approximately 45° S. The condi-
tions were therefore very similar to the wind-blown Gobi desert of today. The sediments in this formation are
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therefore related to aeolian sand, playa lakes and sheetflood deposits (Beukes, 1969; Tankard et al., 1982).
The majority of these deposits occurred along a north-south belt through Lesotho. Although the Clarens
Formation, or Cave Sandstone as it is sometimes called, reaches a maximum thickness of 300 m in the
Orange River valley, its average thickness is approximately 145 m (Eriksson, 1981).

Because ieolian processes can only move fine-grained particles, sandstones in the Clarens Formation
are fine to very fine-grained, with cross-bedded units that can be up to 10 m thick. Stormfloods led to the
formation of wadies, in which medium- to fine-grained sandstones were deposited. Wadi deposits are typi-
cally upward fining with coarse-grained sandstone at the base, followed by finer grained cross-bedded and
planar-bedded sandstone. Intercalated sand and silt were also deposited in the playa lakes. The fine-grained
sandstones, resulting from these playa lakes have a high clay content in their matrix (Beukes, 1969).

3.6.5 Hydrological Properties of The Stormberg Group

The characteristics and depositional history of the Molteno Formation indicate that the Formation could
form an ideal aquifer. This applies not only to the pebble conglomerates and coarse-grained sandstones at the
base of the Formation, but also to the other sedimentary bodies. These sedimentary bodies are more persist-
ent than those of the Beaufort Group and also sheetlike (Theron, 1970)—the ideal geometry for an aquifer.
Unfortunately, the Formation does not occur over a large area and tends to form topographical highs. It is
thus difficult to site high-yielding boreholes in the Molteno Formation and determine its hydrological behav-
iour. Nevertheless, it may still be worthwhile to study the groundwater potential of this formation in more
detail, particularly if one takes its favourable geometric properties into account.

The largest part of the Elliot Formation consists of red mudstones. The Formation thus represents more
of an aquitard than an aquifer. One approach to exploit the groundwater potential of these relatively imper-
meable but highly porous rocks, is to drill boreholes through the Elliot Formation into the Molteno Formation
and restrict the pumping of water to the latter, more permeable formation. This will allow water from the
Elliot Formation to leak towards the Molteno Formation. However, the procedure will require more detailed
knowledge of both the Molteno and Elliot Formations than is presently available.

The Clarens Formation consists almost entirely of well-sorted, medium- to fine-grained sandstones,
deposited as thick consistent blankets (Visser, 1984). It is thus more homogeneous than any of the other
Karoo formations. With this type of geometry, the Formation should be an ideal aquifer. Although the For-
mation has a relatively high and uniform porosity, as shown in Table 3-1, it is poorly fractured and has a very
low permeability. The Formation may therefore be able to store large volumes of water, but unable to release
it quickly.

Table 3-1 Porosities of the Clarens Formation. [After Beukes (1969).]

Type of Sandstone
Very Fine grained
Cross-bedded

Average

Porosity (%)
6,19-9,82
8,87-10,75

8,46

The previous conjecture is supported by the large number of springs that constantly flow from the
Clarens Formation. The best approach to use aquifers in the Formation efficiently, will then be to follow the
springs and withdraw water very slowly. However, this can only be achieved by using methods other than
boreholes to withdraw water from these aquifers. The ancient Persian qanats (Issar, 1985) is one approach
that satisfies these demands.

3.7 TRANSFORMATIONS OF THE ORIGINAL SEDIMENTS

3.7.1 Lithification, Compaction and Cementation

The Karoo sedimentation was ended by the outpour of the Drakensberg lavas. This event buried the sediments
completely at depths of approximately 2 500-3 000 m, in the case of the Beaufort Group (Rowsell and De
Swardt, 1976). The increase in pressure and temperature caused by this overburden compacted and lithified
the layers of sand, silt and mud to form the sand-, silt- and mudstone layers of today. Some of the deeper
buried sediments underwent a slight metamoiphism, which indicates that the diagenesis and compaction of
the original sediments have been quite severe. The sediments consequently must have lost a large part of
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their primary porosity at this stage. This applies especially to the clays, which compact considerably more
than sands (Blatt et al., 1980).

Indications are that the Kaioo sediments have not been disturbed significantly after the end of the Jurassic
Period (141 Ma). This gave groundwater the opportunity to deposit secondary minerals containing carbon-
ates and silica into the open voids, thereby reducing the porosity of the sediments even further. This cementation
is especially noticeable in the sandstones, which are usually more permeable than silt- and mudstones, and
therefore more subject to cementation (Selley, 1976).

Lithification, compaction and cementation reduced not only the porosity of the Karoo rocks, but also
their elasticity. Since the ability of an aquifer to yield water depends on both these properties and its hydrau-
lic conductivity, boreholes in Karoo aquifers may not have high yields. However, this does not imply that the
aquifers do not contain significant volumes of water. What it does mean is that one cannot expect to fre-
quently drill very high-yielding boreholes in these formations.

3.7.2 Isostatic Uplift and Development of Fractures

Once formed, the Karoo Supergroup began to weather and erode almost immediately. This process was
considerably faster than sedimentation. Large volumes of rock were therefore eroded down quickly in the
geological sense. One result of this rapid erosion of the 2 500-3 000 m overlying rock mass was to cause the
underlying rocks to uplift isostatically. Such an uplift has a number of consequences for the underlying strata
(Price, 1966). However, the most important one, from a geohydrological point of view, is the formation of
fractures, which will improve both the porosity and permeability of the strata.

Fractures presumably develop in all the formations of the Karoo Supergroup and all three directions, but
more likely in the relatively inelastic sandstones than the elastic shale and mudstone layers. The difference in
the elasticity of the various formations may also have favoured the development of fractures along their
bedding planes during the uplift. However, the overburden's weight caused some of the deeper lying bed-
ding-parallel fractures to close again once the rate of erosion declined.

3.8 RECENT FORMATIONS

The original Karoo Formations are not the only sources of groundwater in areas underlain by the Karoo
Supergroup. The more recent formations, alluvium, colluvium and calcrete, often form extensive aquifers.
For example, the town of Ficksburg in the Eastern Free State obtains approximately 50% of its water from
alluvial beds in the Caledon River.

Calcrete is usually formed in arid and semi-arid areas and from the weathering of dolerites that are rich
in calcium. Since the recharge rate of calcrete aquifers from rain is higher than the 2% average of Karoo
aquifers (Kirchner et al., 1991), some of the best Karoo aquifers are situated in calcrete deposits. Farmers in
the central Free State district of Petrusburg, for example, often tap calciete aquifers up to 30 m thick for
irrigational purposes. Weaver et al. (1993) also targeted valley calcretes with good results after boreholes
sited along dolerite dykes failed to yield enough water for the town of Strydenburg in the Northern Cape
Province.

3.9 CONCLUSIONS

There can be no doubt that the properties of Karoo aquifers will depend strongly on the deposition and
properties of sedimentary rocks in the Karoo Supergroup. One can therefore expect the aquifers to be multi-
layered, highly heterogeneous and anisotropic, while their permeabilities will be relatively low and highly
variable—not only horizontally, but also in depth. These properties are so much at variance with the media,
commonly considered in the derivation of conceptual models for aquifers, that it is difficult to see how the
behaviour of these aquifers can be described with existing conceptual models. This applies in particular to
the analytical models, often used in the analysis of hydraulic tests performed on aquifers in these formations.

Since many of the Karoo formations are more porous and elastic than other rocks, their small permeabilities
may be compensated for to some extent by their specific storativities, as is the case with the Clarens Forma-
tion. Unfortunately, the original porosities and specific storativities of the other formations have been reduced
considerably by lithification, compaction and cementation. It is thus very difficult to drill boreholes with
significant yields into the primary formations. However, this does not imply that the aquifers do not contain
significant volumes of water, but rather that they will not readily yield water. This can only be achieved if
one is willing to adapt the rate and volume of water withdrawn to the physical and geometric properties of
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the aquifers and to manage them properly. This is definitely not the case today.
The more recent formations (alluvium, colluvium and calcrete) often form extensive aquifers in areas

underlain by the Karoo Supergroup. It will thus be a mistake to disregard these formations when developing
production fields in these areas.



CHAPTER 4

MAGMATIC INTRUSIONS

4.1 INTRODUCTION

The Karoo sedimentation was ended by widespread volcanism at the beginning of the Jurassic Age (Tankard
et al., 1982). The magmatic activity responsible for this event is presumably related to the tectonic move-
ment of Gondwanaland during the late Triassic to early Cretaceous ages {204-120 Ma). This magmatic
activity, whose centre shifted northwards over the period, seems to have occurred in pulses with variable
intensities (Fitch and Miller, 1984).

The magmatic activity is commonly divided into two phases—an extrusive and an intrusive phase. The
extrusive phase is conventionally associated with the outpour of the Drakensberg lavas. This event probably
occurred during the second pulse of the magmatic activity discussed above, when its centre was situated
below Lesotho and the northern parts of the Eastern Cape Province (Fitch and Miller, 1984). The event is
discussed in Section 4.2, where it is linked with the intrusion of the ring-shaped dyke structures and sills,
which are common in large parts of the Karoo landscape.

The continuous shifting of the magmatic activity's centre implies that its later pulses would have less
influence on the Karoo sediments. However, some of the pulses may still have enough energy to cause the
intrusive phase. The numerous linear dolerite dykes and kimberlites in the Karoo formations probably in-
truded during one or more of these pulses. These structures are discussed in Sections 4.3 and 4.4, respectively.

The influence that the various intrusions had on the geology and geohydrology of Karoo aquifers is
discussed in Section 4.5.

4.2 THE DRAKENSBERG LAVAS

4.2.1 General

The extrusive phase of the magmatic activity must have been extremely active, judging from the thickness of
the lavas in Lesotho. The lavas, which are still 1 400 m thick in some places, cover approximately 80% of
Lesotho and a significant area of the Eastern Cape Province. No wonder that Fitch and Miller (1984) refer to
this event, which they date to around 193 Ma, as 'one of the most sudden, extensive and important events in
the Mesozoic history of Africa,'

Although the fragmentation of of Gondwanaland must have been on a much larger scale than an ordi-
nary earthquake, it is not unreasonable to assume that the event was also followed by a series of less energetic
tectonic events. This assumption implies that the outpouring of the Drakensberg lavas was followed by
further, less extensive phases; a conclusion supported by the work of Fitch and Miller (1984), who identified
seven such phases between 204 Ma and 120 Ma.

The thickness of the Drakensberg lavas and the extent of the area they covered suggest that this cata-
strophic event has been accompanied by huge extensional forces. It is thus difficult to imagine that the forces
responsible for the event were restricted to Lesotho, since the intensities of natural catastrophes usually
decrease with distance from their centres. The effect that the event had on nearby regions would therefore
have been less severe than in Lesotho. The outpouring of the Drakensberg lavas must therefore be regarded
as incongruous, from the physical point of view, unless evidence can be found for less extensive intrusions in
the areas surrounding Lesotho.

The theory of magmatic intrusions in Appendix A indicates that magma can intrude into the earth's
crust either through existing fractures or matrix melting. It is natural to associate the outpouring of the
Drakensberg lavas with the intrusion of magma, into fractures that penetrated the earth's crust fully, or
could be opened by the intruding magma. However, intrusions in the surrounding areas would have
been restricted to fractures that penetrated only the deeper layers of Gondwana's crust. This would
certainly have been the case for most of the fractures. This may explain why related intrusions have not

-25 -



26 Magmatic Intrusions

been observed in the surrounding areas. The possibility also exists, of course, that some of the known
intrusions in these areas are indeed related to the Drakensberg lavas, but that their origin had been
misinterpreted previously.

Magma that intrudes into partially developed fractures has two options: it can solidify immediately, or
begin to lift and deform the upper layers. As shown by the discussion in Appendix A, it will be quite natural
for the magma to form laccolithic bodies in the latter situation. The possibility therefore exists that the crust
of the area, surrounding Lesotho will contain magmatic structures in the form of laccoliths.

4.2.2 Ring Dykes

One of the most prominent features in the Karoo landscape today is the large number of ring-shaped dyke
structures present in the southern Free State and the northern parts of the Eastern and North Cape Provinces.
A closer examination of these structures reveals that they are positively weathered dolerite structures in the
form of a cup. Since this form very much resembles that of a peripheral dyke associated with a laccolith (see
the discussion in Appendix A), it is natural to associate them with the widespread volcanism that must have
accompanied the outpour of the Drakensberg lavas. This interpretation has the advantage that it provides a
simple physical explanation for the existence of these structures and the otherwise incongruous extrusion of
the Drakensberg lavas. However, the structures are conventionally regarded as undulating dolerite sills
(Meyeboom and Wallace, 1978).

Although it is always possible to deform a sheet into a cup form mathematically, the physical process
will require extraordinary physical conditions. Moreover, it is not clear from the mathematics of the defor-
mation why the dykes should in this case always dip towards a point at their centres. It was this observation
that led Burger et al. (1981), who mapped the ring dykes in the southern Free State and adjacent areas
extensively, to conclude that the structures are laccoliths and not undulating dolerite sills. Ring dykes will
therefore be interpreted as laccolithic structures in this report.

The laccolithic structures are not restricted to surface features alone. Indeed, two of the largest of these
structures, one at Ingeli and the other at Tnsizwa, occur at considerable depths, as illustrated by the vertical
cross-section for the one at Insizwa, in Figure 4—1.

Ecca.Series
Rooi zone
Dolerite <> _J _ J 12 16 „.,

r 1 ^^M ^ B — Kilometers
Basal zone

Figure 4-1 Vertical cross-section through the laccolithic body at Insizwa. [Redrawn fromTruswell (1970).]

The association of the ring dykes with the outpour of the Drakensberg lavas is supported by two other
observations. The first is that the areal density and size of the structures decrease with distance from Lesotho,
as can be seen on any satellite image of the area. The second is that the structures appear especially in those
areas where the Karoo basin was very deep.

Two arguments are usually advanced to reject the interpretation of ring dykes as laccolithic structures:
(a) the 'horns' (peripheral dykes) of laccoliths are too small to represent the observed ring structures, and (b)
the stems of the laccoliths have never been observed. However, it must be remembered that the pictures of
laccoliths in Appendix A and other publications are based on the classical gelatin models of Pollard and
Johnson (1973), which certainly do not represent the field situation accurately. Moreover, as shown by
Equation (A. 10), the final form of the 'horns' will ultimately be controlled by the elastic properties of the
magma and its immediate surroundings. Since the theory of elasticity, unlike quantum mechanics, does not
place implicit restrictions on the behaviour of elastic materials, the 'horns' can in principle assume almost
any circular form imaginable. The 'horns* of ring dykes may therefore extend for hundreds of metres, per-
haps even kilometres, below the surface (Burger et al., 1981).

The previous property of the 'horns', incidentally, explains why the stems of laccoliths have not been
observed so far—they are simply too deep. Moreover, there is no reason to believe that the peripheral dyke
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will be symmetric with the stem of the laccolith. It will thus be very difficult to establish the exact position
of the stem from observations of its associated peripheral dyke alone.

4.2.3 Dolerite Sills

Sills in the Karoo formations are sheetlike forms of dolerite intrusions that tend to follow the bedding planes
of the formations concordantly. These structures, whose thicknesses vary from less than a metre to hundreds
of metres, represent the dominant form in which dolerite is emplaced in the Karoo Supergroup (Walker and
Poldervaart, 1949). It is thus important to know how the sills were emplaced and how they may influence the
geohydrology of the Karoo Supergroup.

The theory of magmatic intrusions in Appendix A shows that the driving force of the magma must
exceed a critical limit to form a laccolith. Laccoliths will thus not always form when magma intrudes the
overburden. Indeed, the theory shows that it may be more common for the magma to fracture the overburden
along bedding planes, and then flow along the fracture to form a sill—a possibility that increases as the
viscosity of the magma decreases. It is therefore not unrealistic to interpret sills as laccoliths without the
characteristic peripheral dyke structure. This view is supported by the extent of the sills, which indicates that
considerable forces were responsible for their emplacement. Moreover, it also provides a natural explanation
why sills are the dominant form in which dolerite was emplaced in the Karoo Supergroup. It is therefore not
unreasonable to assume that the sills were emplaced at the same time as the ring dykes and the outpour of the
Drakensberg lavas.

Of course the possibility exists that some of the sills intruded during the very active third pulse in the
fragmentation of of Gondwanaland, which Fitch and Miller (1984) date to 178 Ma. This age agrees very
much with the age of 180 Ma that Reid and Rex (1994) assign to sills in the north-western parts of the
Northern Cape Province.

Dolerite sills in the Karoo Supergroup often have very complex forms. Some of them are transgressive,
a further indication that they are related to laccoliths, while others tend to be sinuous (see Figure 4-1). This
variation in the shapes of sills, which is not foreign to laccolithic intrusions (Rubin, 1995), is probably the
reason why Meyeboom and Wallace (1978) interpreted ring dykes as undulating sills.

4.3 LINEAR DOLERITE DYKES

It is possible that some ring dykes and sills intruded during the magmatic pulses that occurred after the pulse
of 178 Ma. However, judging from the discussion in Appendix A, it is more probable that these pulses
caused the intrusion of another set of magmatic intrusions present in the Karoo sediments—linear dolerite
dykes. An important consequence of this interpretation is that linear dolerite dykes must be younger than the
ring dykes and sills—a conclusion supported by a number of observations. For example, Reid and Rex
(1994) date the Mehlberg Dyke, in the northern Richtersveld, to the Cretaceous period (134 Ma), which is
considerably younger than the Jurassic age (180 Ma) of the sills in the area.

Another indication that the linear dykes are younger than ring dykes and sills, is that they frequently cut
the latter structures, as illustrated in Figure 4-2. The linear dykes are also usually thinner than ring dykes and
are confined to the Ecca and Beaufort Groups (Walker and Poldervaart, 1949). This is a clear indication that
the magmatic activity at the time the linear dykes intruded was less than when the ring dykes and sills intruded.

The insight into the intrusion of linear dykes is fairly limited at the moment (Rubin, 1995). It ishowever
known that linear dykes are usually associated with linear conduits that feed magma to the earth's surface
(Hargraves, 1980). In his discussion of the magmatic activities on Hawaii, Ryan (1990) also notes that the
magma erupts from linear fissures for periods ranging from a few hours to a month.

As mentioned in Appendix A, the form of linear dykes suggests that they intruded by the mechanism of
matrix melting. In this case, the intrusion is driven by a difference in the magma pressure at the top and
bottom of the dyke. No existing fracture is thus needed for the magma to intrude.

To describe the mechanism of matrix melting, consider a magma with density pm. As shown in Section
A.2 of Appendix A, there exists a pressure difference, p^ between the magma at the top of the dyke and its
bottom. If there is also an overpressure, pm, in the magma chamber, the tip of the dyke will experience an
excess pressure

If large enough, this excess pressure may fracture the overburden and allow the magma to propagate in the
vertical direction, as shown in Figure 4—3.
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Figure 4-2 Examples of linear dolerite dykes that cuts ring dykes and sills near Philippolis. [After Burgei
etal, (1981).]
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: Magma

Figure 4-3 Hypothetical shape of an intruding dyke, adapted from Maal0e (1985). The magma has reached
Stage 1, where it caused the overburden to fracture to Stage 2, into which it will intrude in a
fraction of a second.
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Seismic observations suggest that linear dykes are formed at depths of 40-50 km (Maal0e, 1985). Since
the mantle is ductile at these depths, the dyke will probably propagate by creep fracture. However, since the
overlying rocks are less elastic, the velocity of fracture propagation increases to a few kilometres per second
near the surface. This velocity is so high that the fracture begins to thin out and the magma starts to lag
behind as the fracture propagates upwards. The effect of this high velocity is that the magma intrudes in jerks
with a frequency of 1-10 Hz (Maal0e, 1985). It is not impossible that parts of the host rock may be dislo-
cated during these jerks, and transported upwards by the intruding magma. This phenomenon may have been
responsible for the inclusion of sandstone in a core sample, from a dolerite dyke at Dewetsdorp. The charac-
teristic sinusoidal seismic activity, called harmonic tremors, often observed during volcanic eruptions, is
probably also related to these jerks (Maal0e, 1985).

Figure 4-4 Possible shape of a dyke, extending from the mantle to the surface. [After Maal0e (1985).]
The diagram is not to scale, because the vertical elevation is 40-50 (km).

The exact form of the dyke during the intrusion is not known. However, the increase in fracture velocity
will tend to deform its shape. A dyke that starts out with an elliptical cross-section may thus end as an
elongated narrow fracture as shown in Figure 4—4. The form of the Gap dyke in the Transkei, which can be
followed for several kilometres before it narrows down and disappears (Walker and Poldervaart, 1949),
much resembles this geometry.

4.4 KIMBERLITES

Kimberlites present another type of magmatic intrusion into the Karoo sediments. The gaseous magmas
responsible for these structures intruded very rapidly into the earth's crust to form pipes, dykes and sills.
These magmas were often responsible for the formation of breccias and tuffs, depending on the volume of
gases they contained (Tankard et ah, 1982). There is thus a possibility that high-yielding boreholes can be
sited along kimberlites, as shown by the Free State towns of Jagersfontein and Fauresmith, that obtain all
their water from the abandoned diamond mine at Jagersfontein. However, the overall contribution of kimber-
lites to groundwater in the Karoo sediments is relatively low. Moreover, recent investigations have shown
that the water from the diamond mine at Jagersfontein contains large quantities of arsenic, which may
be related to the composition of kimberlites. Kimberlites will therefore not be considered further in this
discussion.
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4.5 THE GEOHYDROLOGY OF DOLERITE INTRUSIONS

4.5.1 GENERAL

Linear dolerite dykes have always been regarded as the major source of groundwater in the Karoo Supergroup.
One important reason for this belief is that dolerite dykes are the only structures in the Karoo Supergroup
that can be located relatively easy with existing geophysical techniques. The density of fractures, usually
regarded as the main source of water in Karoo formations, is also higher near linear dykes than in the
undisturbed sedimentary rocks.

The classical explanation for the existence of the fractures near linear dykes is that the hot magma baked
the Karoo rocks during the intrusion. However, the question then arises: why are dolerite sills and ring dykes
not regarded as good sources of groundwater?

As explained above, sills possibly intruded with the ring dykes and Draken&berg lavas during the ex-
tremely active magmatic phase of 193 Ma. Basaltic magma is generated at depths of 60-80 km and thus have
an extremely high temperature, 900-1 200°C (Maal0e, 1985). The magma partaking in the intrusion of the
sills and laccoliths was therefore so hot that, instead of merely baking the Karoo sediments, they actually
metamorphosized them. Linear dykes, on the other hand, intruded during the less active phases of
Gondwanaland's fragmentation, and thus would have less energy, some of which was used to fracture the
overburden. Linear dykes therefore did not have enough energy to metamorphosize the Karoo sediments
significantly. This explanation is supported by the experience gained at Philippolis. The 26 successful boreholes
drilled there, were all sited along linear dykes, except for two redeveloped boreholes, originally sited by
Burger et al. (1981) along a ring dyke, and another two that did not intersect any dyke. The boreholes sited
by Burger had blow-yields of 14,4 and 25 m3 h"1, while the highest blow-yield in the other boreholes sited
along ring dykes was only 3,6 m3 h~'.

An interesting difference between the ring dykes at Philippolis is that the dyke of Burger et al. (1981)
has weathered negatively (i.e. down to the soil surface), while the ring dykes Botha etaL (1996) investigated,
have all weathered positively. Highly weathered ring dykes should therefore not be neglected as borehole
sites. However, it must be remembered that the ring dyke forms the boundary of the associated aquifer. A
production borehole situated next to and on the inside of a ring dyke may therefore not be able to tap the
resources of the aquifer in full (Bakkes, 1977).

4.5.2 Mechanical Deformation of Karoo Rocks

The baking and metamorphosizing of the host rocks were not the only effects that the intrusion of dolerites
had on the Karoo sediments. Other effects, particularly mechanical deformation, may also have influenced
the geohydrological properties of the rocks.

Judging from the experience gained in drilling the boreholes at Dewetsdorp and Philippolis, two of the
most important mechanical deformations of the host rock are: bending and dilation. However, there are
indications that not more than 50% of the linear dykes in the Karoo formations were deformed mechanically.
This may be a further indication that the dykes intruded by matrix melting.

Dilation occurs when the intruding dyke, particularly inclined dykes, shifts the overburden on top of it, as
shown in Figure 4—5. The magma in an intruding dyke tends to cool off more rapidly at its contact with the host
rock, thereby forming a chilled edge. Dykes that caused dilation are therefore often accompanied by slickensides,
usually slickensided quartz, in the Karoo formations. It is interesting that on the three occasions where bore-
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Figure 4-5 Schematic illustration of the phenomenon of dilation. [Adapted from Park (1989).]
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Figure 4-6 Schematic illustration of the bending of Karoo rocks by a linear dolerite dyke.

holes were drilled through such dykes at Dewetsdorp and Philippolis; more water was struck at the upper contact
of the dyke than at the lower contact. One possible explanation for this behaviour is that the upper surface of the
dyke was stripped of its chilled edge during the intrusion, thereby exposing the country rock to the hotter
magma for a longer time, and thus the possibility of fracturing (Walker and Poldervaart, 1949).

Observations have shown that the intrusion of dolerites caused two types of bending in the host rocks of
the Karoo formations. The first type, illustrated schematically in Figure 4-6, is where the surrounding rocks
were bended concavely by an intruding linear dyke. It is not difficult to see that this type of bending was
caused by frictiona! forces that existed between the dolerite and the surrounding rock. The bending is conse-
quently usually restricted to relatively small distances (~20 m) on both sides of the dyke. This type of
bending, nevertheless, can fracture the host rock considerably near the dyke. The highest yielding borehole
Botha etal (1996) drilled at Philippolis, indeed intersected such a fractured region near a linear dyke. One
should be careful, however, not to confuse this type of fracturing with that caused by a dyke that intruded
into a pre-existing fault.

The second type of bending that can be observed quite often in the Karoo formations, is where the host
rock was bended in the form of an arch, as illustrated in Figure 4-7. A preliminary attempt to explain this
type of bending quantitatively, has shown that the simplest explanation is to assume that the dolerite intruded
as a laccolith. The existence of these arch-shaped formations therefore supports the hypothesis that lacco-
liths did intrude into the Karoo formations at some time in the past. However, the physical interesting feature
of Figure 4-7 lies not so much in that it illustrates that laccoliths have intruded into the Karoo formations, but
rather that such intrusions do bend the overburden in the form predicted by the simple theory of laccolithic

Figure 4-7 Bending of the Karoo formations by a laccolith, in a cutting on the Nl highway, between
Philippolis and Trompsburg.
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Figure 4-8 Schematic illustration of how an intruding laccolith will bend the sediment layers in a Karoo
aquifer. [Derived from the gelatin model of Pollard and Johnson (1973).]

intrusions in Appendix A.
The discussion in Section A.4.4.2 and the illustration in Figure 4-8 show that laccolithic intrusions will

cause two sets of fractures in the overburden—one that opens downwards and the other that opens upwards.
The fractures that open upwards should be free from dolerite, and thus form receptacles for groundwater,
unless closed later by other processes. Such areas will clearly be ideal recharge areas for Karoo aquifers, or
even form aquifers on their own if they did not develop too deeply within the earth's surface. Rocks bended
by laccoliths can therefore play a prominent role in the geohydrological behaviour of aquifers. It may thus be
important to pay more attention to the areas enclosed by ring dykes in future studies of Karoo aquifers.

The discussion in Section A.4,5 is based on the assumption that multiple layers in the overburden will
slide across one another during the intrusion of a laccolith. The Karoo formations, however, are highly
stratified with alternating layers of partially bonded sandstones, mudstones, siltstones and shales, each with
its own elastic modulus. It will therefore be difficult for the layers to simply slide across one another, without
weakening or fracturing their contact planes when displaced by a laccolith. The intrusion of laccoliths may
thus have been responsible, or at least have contributed, to the existence of another major feature of Karoo
formations—bedding-parallel fractures. The frequency with which bedding-parallel fractures occur in Karoo
formations and their sizes can be judged from the photograph of the core from Borehole CH6, situated on the
Campus Test Site, in Figure 4-9.

All the high-yielding boreholes, drilled during this project intersected at least one bedding-parallel frac-
ture. This observation suggests that bedding-parallel fractures act as the main conduits of water in Karoo
aquifers. A major prerequisite to drill a successful borehole in the Karoo formations is thus to strike one of
these bedding-parallel fractures. There must therefore be areas in the Karoo landscape, away from dolerite
dykes, where high-yielding boreholes can be drilled, if the previous interpretation is correct. This conclusion
is supported by the hydrocensus of Burger et al. (1981), who surveyed 1 245 boreholes in the districts of
Bethulie, Springfontein and Trompsburg. As shown by their census results and the accompanying maps,
63% of these boreholes are situated on laccoliths, and not near dolerite dykes. It is also interesting to observe
that none of the 32 boreholes drilled on the Campus Test Site to date intersected a dolerite dyke.

It is, of course, possible that bedding-parallel fractures may have been created by other processes, such
as the uplift caused by the weathering of the formations. The simplicity of the physics involved, however,
favour the intrusion of laccoliths. The bending of Karoo formations by laccolithic intrusions may thus have
played a very important part in the geohydrology of Karoo aquifers.

4.5.3 Weathering of Dolerite Dykes

One surprising observation made during the drilling programs at Philippolis and Rouxville, was the influ-
ence that the weathering of a dyke had on the success rate of boreholes. The dykes, near which high-yielding
boreholes have been drilled, were all highly weathered and exhibited exfoliating weathering patterns. The
boreholes drilled near all the other dykes were either dry, or had very low yields.

The general belief is that coarse-grained dolerite tends to weather more intensely than fine-grained



The Geohydrology of Dolerite Intrusions 33

• ^ ^ ^ ^ • ^ ^ y - -J'w"-"'^;^ri|1 t'"-v' *4 "H^yr^trTi

affi^'WP^ifoWyiiii^

ly-*^»wj<wy^-twrj^w-.-i.^ '••tij-̂ i-n -̂i - if^^^'-""ii^if^^r^

f?^vt^^..=^'r'Sv-'-m^ ?.. . ^ ^ ^ , r -rj .̂ ^ ^ j ^ j j ^ g i ^ •y3ĝ fB"-J -̂  *••• .-'V-- ̂ _'jjaatfr ^ ' ^ °'
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Figure 4-9 Photograph of cores from borehole CH6 on the Campus Test Site. The borehole is inclined at
an angle of 45°.
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(a)

Figure 4-10 Photographs of thin sections of (a) a fine-grained and (b) a coarse-grained dolerite dyke at
Philippolis.

dolerite. However, a visual inspection of highly weathered dykes at Philippolis and Rouxville indicated that
they were fine- to medium-grained. Thin sections, two of which are shown in Figure 4-10, were therefore
made from samples of the dykes, and analysed microscopically. The results, summarized in Table 4-1,
confirmed that the dykes were indeed fine- to medium-grained. A dyke's grain size and state of weathering
can thus be important indicators of the yields one can expect from boreholes drilled near linear dykes.

4.6 DISCUSSION

One of the most characteristic features of the Karoo landscape is the ring-shaped dyke structures that are
especially noticeable in the southern Free State and adjacent areas. These structures are conventionally re-
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Table 4-1 Summary of the characteristics of dolerite dykes at Philippolis and Rouxville, and the yields
of boreholes which intersected them.

Sample

D15
RC3
RBI
RF
RB2
D21
D19
F32
SSI
RA1

Grain Size

Coarse
Coarse
Medium
Medium
Medium
Medium
Fine
Fine
Fine
Fine

State of Iron Oxides

Highly leached
Leached
Not leached
Not leached
Leached
Leached
Leached
Leached
Leached
Not leached

Weathering

Highly weathered
Not weathered
Not weathered
Not weathered
Not weathered
Highly weathered
Highly weathered
Highly weathered
Highly weathered
Not weathered

Borehole Yield (n^h1)
6,0

Dry
0-1
1,5
3,0
2,5
9,0

12,0
18,0
6,0

garded as partially weathered dolerite sills. However, the present discussion shows that it makes more physi-
cal sense to regard them, and the dolerite sills that occur even more frequently in the landscape, as laccolithic
structures. A particular advantage of this interpretation is that it provides a natural explanation of the observed
complex geometry and behaviour of Karoo aquifers, discussed more fully in Chapter 6. This interpretation is,
admittedly, based on very little field data. It is thus important that efforts should be made to elucidate the
intrusion of these structures. More detailed information on their age may be particularly useful in this regard.

Linear dolerite dykes have always been considered as very important for the geohydrology of Karoo
aquifers, particularly as places where successful boreholes can be drilled; a view that is fully supported by
the present investigation. This situation can be ascribed to two properties of the dykes: (a) they are highly
magnetic and can thus be traced easily with existing geophysical methods, and (b) they only baked the.host
rock, thereby creating ideal conditions for the formation of fractures. The latter property is particularly
important as successful boreholes in Karoo aquifers have always been associated with fractures in the aqui-
fer. However, linear dykes do not seem to play an important role in the physical behaviour of the aquifers,
except that they form internal boundaries within the aquifers, thereby limiting the domain from which a
borehole can receive water. ./'

An interesting phenomenon observed at Philippolis, is that the majority of high-yielding boreholes are
situated near highly weathered fine- to medium-grained dolerite dykes, in particular those that show an
exfoliating weathering pattern. No explanation can be given for this phenomenon at this stage, except tojnote
that it is mainly found in the younger linear dykes and not the older laccolithic ring dykes.



CHAPTER 5

GEOLOGY OF THE CAMPUS AND DEWETSDORP TEST SITES

5.1 INTRODUCTION

The physical behaviour of Karoo aquifers was studied at five experimental sites in the Free State. The sites
are located on different stratigraphic sequences in the Beaufort Group and represent some of the variable
characteristics to be expected in Karoo aquifers. The Campus Test Site at the University of the Orange Free
State in Bloemfontein was developed first. This site is located on the Adelaide Subgroup of the Beaufort
Group, while the four other sites, situated at Dewetsdorp, are located on the Tarkastad Subgroup.

The original purpose of the experimental sites was to acquire data on the behaviour of the aquifers by
analysing data from hydraulic tests with existing analytical models. A series of percussion boreholes was
therefore drilled on each site. However, a new approach had to be adopted when the results of the initial
hydraulic tests made it clear that (he existing analytical models were inadequate for the analysis of hydraulic
test data from Karoo aquifers.

The first step in this direction was to supplement the percussion boreholes with core-boreholes. The
cores from the first of these boreholes indicated that the geometry of these aquifers differs completely from
that used in the derivation of the analytical models available at the time and even from the customary inter-
pretation of Karoo formations. The aquifers' present geometry must obviously be related to the genesis of
the Karoo formations. Two steps were therefore taken to try to explain the observed geometry of the aqui-
fers. The first was to review the genesis of the Karoo formations, described in Chapters 3 and 4, and the
second to try to confirm the results of the review with field observations. The existing information on the
geology of the central Free State was too limited for this purpose, unfortunately. The only way to achieve the
objective was thus to investigate the geology of the area in greater detail. Since Ihe resources available for
this purpose were limited, the investigation had to be limited to the area around Bloemfontein, and to the
following three objectives.

(a) Provide a regional perspective for the clastic aquifers at the Campus Test Site.
(b) Study the stratigraphy, sedimentology and structure through a multi-disciplinary approach.
(c) Determine the aquifer potential of rocks in the Karoo Supergroup in this area.

The discussion that follows therefore begins with the geology of BJoemfontein in Section 5.2, This is fol-
lowed by a discussion of its stratigraphy, structure and geomorphology in Section 5.3 and its structural
geology in Section 5.4. The geology and geohydrologic features of the Campus Test Site are discussed in
Section 5.5, while that of the Dewetsdorp sites are discussed in Section 5.6. The main results of the investi-
gation are summarised in Section 5.7.

5.2 GEOLOGY OF THE BLOEMFONTEIN AREA

5.2.1 Previous Studies and Sources of Information

The Karoo strata of the central Free State and more specifically the area around Bloemfontein, are not very
well-known, because stratigraphers and palaeontologists prefer to study the better exposed sections in the
incised and mountainous areas along the eastern border of the province. It is known though that Bloemfontein
is situated on the upper beds of the Adelaide Subgroup, near the western border of the Beaufort Group, except
for a few small isolated outliers. Beds of the Tarkastad Subgroup crop out 30-40 km south and east of the city.

A c areful scrutiny of Sheet 2926 B loemfontein {Geol ogical Survey, 1966) and an examination of contacts
in the field showed that the existing map of the basal contacts of the Adelaide Subgroup is not very consistent.
For example, Kingsley and Theron (1964) discovered a coarse-grained sandstone containing feldspar and
pebbles in the Adelaide Subgroup near Bloemfontein, with a cross-bedding directed to the west and north-
west. Theron (1970) subsequently investigated the unit in more detail and carefully examined the extra-basinal
pebbles and cobbles. He came to the conclusion that the unit is a separate entity because of its texture and

- 3 7 -
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primary structures, and gave it the informal name of Northern Beaufort Formation. Theron (1970) considers
the unit separate from, but contemporaneous with, the Tarkastad Subgroup. Unfortunately, be omitted to give
a stratigraphic column or a thickness for the unit. In this report, the unit is called the Musgrave Sandstone.

Theron (1975) later extended his palsocurrent studies to the full area where the Beaufort Group crops
out in the Free State. Although his studies are interesting, their usefulness is limited by the lack of stratigra-
phic control.

The discovery of uranium in rocks of the Beaufort Group, shortly after 1970, led to a massive explora-
tion programme in the Southern Karoo (Cole et al., 1991). The uraniferous rocks were later traced
noith-eastwards along a narrow zone up to a farm 40 km south-south-west of Bloemfontein. Although the
reports mention a few other, smaller radiometric anomalies in the lowermost Beaufort rocks of the area, their
exact stratigraphic position and nature of the host rock are not described.

A useful method to establish stratigraphic control is to use biostratigraphic markers, since they provide
definite evidence for the age, position and correlation of stratigraphic assemblages. For example, it is known
that Daptocephalus Zone (Dicynodon Assemblage Zone) fossils mark the Adelaide Subgroup, while
Lystrosaurus Zone fossils mark the Tarkastad S ubgroup. The map of Kitching( 1977) shows that Daptocephalus
Zone fossils occur in an area near the Modder River, but also shows four Lystrosaurus Zone localities north
and south of Bloemfontein. Unfortunately, these localities are not described in the text and the precise posi-
tions where the fossils were found, are not known. No Lystrosaurus fossils were found in or near the city
during the present study, however.

Geologists and diviners have sited numerous boreholes over the years in and near Bloemfontein, but
there are very few records of their geological profiles and yields. The borehole data used in the following
discussion were therefore restricted to that of the boreholes on the Campus Test Site.

5.2.2 Regional Survey

The regional survey of the area was based on a continuous feed-back system in that data obtained on a
regional scale were always compared with that obtained on a local scale. This technique yielded a broad
geological perspective of the pala;o-environmental system of deposition, the magmatic intrusion of dolerites
and the effects of later tectonic forces on the deposition of the strata.

The first step was to investigate suitable exposures in hillslopes, road-cuttings and dongas, in an area of
approximately 20X20 km around Bloemfontein, and to compile geological columns for the Beaufort strata
observed in them. The thickness, lithology, fossil content, texture, primary structures and nature of contacts
were therefore noted for each bed and at each locality. The strata from one site to the other were then
correlated by using characteristic and easily recognisable marker beds. Unfortunately, dolerite intrusions,
scree and a surficial cover made it impossible to establish complete columns for some of the localities. This
study benefited considerably from the work of Dr. Johan Welman, palaeontologist of the National Museum in
Bloemfontein, who helped to identify the Karoo vertebrate fossils and determine their exact stratigraphic position.

5.3 GEOMORPHOLOGY OF THE CENTRAL FREE STATE

5.3.1 General

As discussed in Chapter 3, the sediments of the Karoo Supergroup were deposited in a foreland basin from
the late Carboniferous to the early Jurassic Periods. The strata around Bloemfontein represent the platform
facies of the basin, whose trough lay 400 km to the south. This platform facies rests on the Cape-Vaal Craton,
an ancient stable part of Southern Africa. The result is that the Karoo strata are still horizontal or nearly so.
Slight departures from the horizontal bearing, and the reasons for them, are discussed in Section 5.4.

A major feature of the landscape around Bloemfontein is the hills of dolerite and Beaufort strata, the latter
often capped by dolerite, separated by wide plains with pediments and bahadas, as shown in Figure 5-1.
Outcrops are rare between the hills, because of the surficial cover of calcrete, windblown sand, alluvium and
soil. A shallow watershed runs north-south, just west of the city centre. The surface drainage to the west is
towards Kaal Spruit, and to the east through rivulets that run first eastwards and eventually northwards before
joining the Modder River.

The presence of Dicynodon fossils in the sediments indicates that the age of the strata around Bloemfontein
belongs to the upper part of the Adelaide Subgroup (see Figure 3-1). The Ecca Group is present at a pro-
jected depth of roughly 200 m, and crops out 40 km west of the city. The Tarkastad Subgroup of the Beaufort
Group crops out to the east and south-east. Before the onset of the post-Jurassic erosion, the upper units of
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Figure 5—1 South-western view of the Karoo landscape near Bloemfontein. The first hill in the back-
ground is the dolerite-capped Brandkop and the farthest one Leeuberg.

the Karoo Supergroup extended to the west of the city.
An examination of contacts in the field shows that the mapping of the Ecca-Beaufort contact, as reported

on the Sheet 2926 Bloemfontein, is inconsistent and even misleading from a geohydrologica) point of view.
The reason for this inconsistency is the absence of stratigraphical-structura) data for the area. Aquifers in
Beaufort sediments were thus often associated with Ecca sediments in the past. This caused a considerable diffi-
culty for the stratigraphic classification of the core-boreholes drilled to depths of 100 m on the Campus Test Site.

According to Sheet 2926 Bloemfontein, the Ecca Group is represented by shales in this area. The
argillaceous rock that occurs below a prominent medium-grained sandstone on the Campus Test Site was
consequently interpreted as Ecca shales. Based on his analysis of the lithology and palaeocurrents, Ryan
(1967) relates the Ecca in this part of the Karoo to the Central Facies of the Group, which represents deposi-
tion in an inland sea. However, the detailed slratigraphic analysis of the cores revealed that the argillaceous
rock was grey and red mudstone and siltstone deposited in a fluvial system. Moreover, the cores give no
indication of a 'break' in palaeo-environment, as one would expect from the description of the Ecca and
Beaufort sedimentation in Chapter 3. The previous interpretation of the argillaceous rock as Ecca shales is thus
incorrect; it is mudstone and siltstone deposited in the fluvial systems associated with the Beaufort Group.

5.3.2 Beaufort Stratigraphy

The positions of the hills, road-cuts and dongas, used to compile a stratigraphic column for the Beaufort
Group, are shown on the map in Figure 5-2. The geological columns for the Beaufort strata at eight of the
sites are shown in Figure 5-3 and the column in Figure 5-4. The beds overlying the Musgrave Sandstone in
the column are only present at Leeuberg, and do not occur in or near Bloemfontein. They are included here
only for reference purposes.

The list of vertebrate fossils in the column of Figure 5-4 shows that the Dicynodon Assemblage Zone
occurs at least to a position 20 m above the Musgrave Sandstone. The three major sandstone units (Musgrave,
Spitskop and Campus) in the area are thus situated in the Adelaide Subgroup of the Beaufort Group. No
contact between the Dicynodon and Lystrosaurus Assemblage Zones has been observed near the city.

Sandstone units are usually considered to be the main aquifer units in sedimentary formations (Botha,
1996). The rest of the discussion will consequently concentrate on the three major sandstone units in Figure 5-4.
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The Musgrave Sandstone unit usually crops out below dolerite sills in the hills around Bloemfontein, as
shown in Figure 5-5. Complete sections of the unit are therefore rare. The lithology of the unit varies from a
medium sandstone to a grit and sometimes a conglomerate. Pebbles and cobbles of clear quartz, milky
quartz, microcline, quartz porphyry, granite, granite gneiss and quartzite occur either in conglomerate beds,
layers of conglomerate, as in Figure 5-6, or as isolated finds in a coarse bed. A stacking of these structures in
Musgrave Hill, shown in Figure 5-7, occurs in an incised channel filled in by sandstone and grit. Spectacular
examples of cross-bedding occur in most outcrops of Musgrave Sandstone.

There are a number of factors that have to be considered, when interpreting the environment in which
the Musgrave Sandstone was deposited. These are: the coarse nature of the sandstone, isolated cobbles in a

Figure 5-5 Outcrops of Musgrave Sandstone, beneath dolerite sills in the hills around Langenhoven Park,
west of Bloemfontein.

Figure 5-6 Thin conglomerate bed at the base of the Musgrave Sandstone, in Musgrave Hill.
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Figure 5-7 Stacked channel deposits of sandstone and grit in the Musgrave Sandstone.

coarse sandstone bed, matrix-supported conglomerates, thin layers of conglomerate which lie on an ero-
sional surface over many kilometres and the unidirectional cross-bedding shown in Figure 5-2. This suggests
that the unit was deposited by a braided river system, illustrated in Figure 3-5(a), with channels separated by
expanses of sand and sand bars, occasionally covered by thin deposits of grit and conglomerate left by flash
floods. The Musgiave Sandstone thus differs completely from the deposits of meandering rivers lower down
in the stratigraphic column.

A major feature of the Musgrave Sandstone, clearly shown in Figure 5-7, is the vertical joints, often
enlarged by surface and near surface weathering. Major aquifers could thus exist in the Musgrave Sandstone,
if these joints appear throughout the unit. This may particularly be the case in the areas east of Bloemfontein,
where the unit is rarely exposed.

The medium-grained feldspathic Spitskop Sandstone usually crops out at the base of hills in and around
the city. The unit is completely free of grits and pebbles at all sites investigated, except for Tafelkop. The
absence of coarse beds, the parallel bedding, micro cross-lamination and the wide dispersal of trough cross-
bedding directions in Figure 5-2 indicates that the unit was deposited in the channel of a meandering river.

The Spitskop Sandstone often forms very thick layers, to such an extent that it was quarried extensively
a century ago in the now abandoned Bayswater Quarry, where massive sandstones can still be seen today.
The ferruginized and leached nature of the rock, visible near joints in Figure 5-8, suggest that the unit may
contain well-developed aquifers.

The mudstone and siltstone units that overlie the Spitskop Sandstone, are rarely exposed because of
scree along the slopes of hills. The lithology of the visible outcrops generally varies from pure mudstone to
a mudstone/siltstone rhythmite. A skull of the reptile Oudenodon bairn from the Dicynodon Assemblage
Zone, which was discovered in a maroon mudstone on the slopes of Tafelkop, shows that these units form
part of the Adelaide Subgroup.

The Campus Sandstone unit does not crop out in the study area. The study of its properties therefore had
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Figure 5-8 Ferruginized and leached rock next to joints in the Spitskop Sandstone at Tafelkop.

to be restricted to cores from the core-boreholes on the Campus Test Site. This feldspathic sandstone is
medium-grained and contains parallel bedding, ripple-drift lamination and trough cross-bedding in specific
zones. A black mudstone that sharply overlies this sandstone is followed in turn by thin coarse grit beds. This
suggests that the Campus Sandstone is related to a channel deposit in a meandering river that eventually
abandoned one loop to form an oxbow lake, in which black mudsrones accumulated under euxinic condi-
tions. The oxbow lake was later partially filled in by coarse grits that overspilled from an adjacent channel.

The sillstone-mudstoiie facies overlying the Campus Sandstone consists of a siltstone-mudstone assem-
blage with mudstone dominant near the base and siltstone in the upper beds. The well-bedded nature of this
unit, illustrated in Figure 5-9, and the ripple-drift cross-lamination in the silty layers, suggest that the unit is
related to the deposit in a lagoonal-ephemeral lake on a flood-plain. A number of fossils of Karoo reptiles were
recovered from these mudstones which lie immediately below the Spitskop Sandstone unit in Figure 5-4.

The Campus Sandstone is underlain by layers of mudstones. About 40 m of these grey and maroon mudstones
were studied in a number of the core-boreholes drilled on the Campus Test Site. The mudstones, which often
contain small nodules of palaeocalcrete and occasional thin layers of siltstone, can readily be interpreted as
floodplain deposits. The sedimentary process, responsible for the deposition of the rocks underlying the Cam-
pus Test Site, thus reminds one very much of the meandering river system illustrated in Figure 3-5(b).

5.4 REGIONAL STRUCTURAL GEOLOGY

5.4.1 Structural-Stratigraphic Mapping

The main objective of this study, which was also based on the 400 km2 region around the Campus Test Site
in Figure 5-2, was to establish the regional distribution and geometry of the main sandstone bodies and
dolerite on a 1:10 000 and 1:30 000 scale. The geometry and correlation of the sandstones and dolerite
structures were studied by using marker units, geometric analysis of bedding and the drawing of structurally
controlled sections across the area. All occurrences of surface sandstones in the hills in and around
Bloemfontein were mapped and correlated with either the Musgrave or Spitskop Sandstone bodies. These
sandstones, which vary in thickness from 2 to 20 m, occur only in the subsurface to the east of Bloemfontein.
The geometry of fractures in the sandstones was also documented at various outcrops throughout the area.

The stratigraphic correlation was complicated considerably by the occurrence of curviplanar dolerite struc-
tures on three stratigraphic levels that displaced the lithologies perpendicular to the plane of intrusion, both vertically
and laterally. Asymmetric open folds with north-easterly trending axial traces on a hectometre scale were ob-
served at Brandkop, Ray ton Ridge and Tafelkop in Figure 5-2, for example. The dips of these fold limbs, which
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Figure 5—9 Alternating layers of siltstone and mudstone (rhythmite) overlying the Campus Sandstone.

vary between 5° and 15°, have a dramatic effect on the local position of the various stratigraphic units.
The areal distribution, correlation and understanding of the complex geometry of the dolerite intrusions

were established, using structural section reconstructions and the spatial positions of established stratigraphic
marker sequences. The intrusions that interdigitate with the Adelaide sediments represent a single megasco-
pic unit known as the Rayton Ridge Sill. The Sill that bifurcates to the south and east has a synintrusive
folded morphology locally, resembling dome and basin structures, as illustrated in Figure 5—10. The loca-
tions of the sites used in constructing this northerly trending 4 km section can be found in Figure 5-2.

The full extent of the megascopic fold development is borne out by the structural contours for the top of
the Musgrave Sandstone in Figure 5-11. The contours define an oval-shaped domal structure with most of
the city of Bloemfontein situated on the core of the structure. The dips around the domal structure are less
than one degree and the anticlinal axial trace trends north-easterly. A synclinal trace occurs some 35 km to
the east of Bloemfontein.

The existence of this domal structure is very interesting for two reasons. The first is that it is exactly the
type of structure one would expect to be formed by laccolithic intrusions. The second is its influence on both the
surface and subsurface directions of flow. It is clear from Figure 5—11 that the main drainage system for surface
water has not been affected by the domal structure, but the minor streams feeding into the main system appear
to be controlled by the structure. The minor systems therefore possibly represent a younger drainage system.

It is known that groundwater levels and the direction of groundwater flow tend to follow the topo-
graphic surface (Van Sandwyk et al., 1992). This means that the flow of groundwater will be directed away
from the domal core towards the synclinal axes situated on either side of the domal structure. The synclinal
structure therefore represents a sink and a potential regional groundwater resource area.

The easterly trending longitudinal section, si 33, in Figure 5-12, illustrates that the Musgrave Sandstone
is mostly in the subsurface for the part east of Bloemfontein. It could thus represent a major groundwater
resource in this region. However, leakage into the Modder River will take place where the Musgrave Sand-
stone is exposed in the core of the syncline.

5.4.2 The Rock Mass Structure

The general shape of the sandstone bodies in the area investigated is irregular sheet-like to tabular. The lithofacies
and palseocurrent analysis (see Figures 5-2 and 5-3) showed that the sandstone bodies thin locally away from
channel centres and regionally to the west, with the presumed source area situated east of Bloemfontein.

Extensional fractures (Mode I) and shearing fractures (Mode II) are pervasively developed in both the
sediments and dolerite intrusives. Fractures in the dolerites were probably caused by the original thermal
cooling stress and later isostatic uplift through erosion. A stereographic projection of poles and planes for the
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dominant types of fractures recognised in the sediments is given in Figure 5—13. These include: sub-horizon-
tal bedding-parallel fractures and orthogonal and diagonal fractures with dominant north-west, north-east
and east-west regional trends. The latter fractures appear to be of a compressional origin, but now appear in
tension (open fractures), probably as a result of uplift and erosional unloading.

5.5 THE CAMPUS TEST SITE

5.5.1 General

The Campus Test Site at the University of the Free State (see Figure 5-14) covers an area of approximately
180X192 m2, and was originally intended as a test site for postgraduate students. The positions of the 24
percussion and 7 core-boreholes that have been drilled on the site to date are shown in Figure 5-15. Five of the
seven core-boreholes were drilled vertically and two at an inclination of 45° in an attempt to intersect all
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possible orientations of fractures in the lithologies. The Department of Geohydrology installed permanent
pumps in Boreholes UP15 and UP16, which were very useful for the hydraulic tests, which are described lateT.

The geology of the Site was studied using geological mapping, vertical sedimentological-structural
profiling of borehole cores and wireline logging of selected boreholes. These data were very useful in the
interpretation of the Site's depositional environment, stratigraphy and characterization of the aquifers. A
microscopic study of selected cores provided very interesting information on the nature of the zones of
chemical alteration and microfractures.

The geological profiles of the percussion and two inclined core-boreholes (CH5 and CH6) are shown in
Figures 5-16 and 5-17 respectively while those for the vertical core-boreholes, CH1-CH4, are given in
Table 5-1.

5.5.2 Mapping and Macroscopic Bedding Orientation

The geological map of the Campus Test Site in Figure 5-15 shows that the Site is situated partially on a basal
outcrop of the Spitskop Sandstone, but mainly on the underlying Campus Sandstone. Outcrops of the mud-
stones that overlie the Campus Sandstone are surficially covered by soil and clay. A macroscopic dolerite sill
defines the southern border of the Site. The two north-easterly trending subvertical fracture zones, detected
in the cores of boreholes CH6 and CH7, are the only subvertical structures intersected when the core bore-
holes were drilled. However, the zones are not present in any of the other boreholes.

The contours in Figure 5-11 suggest that the Karoo strata in this part of Bloemfontein should dip to-
wards the south-east, on the regional scale. However, the topography of the Campus Test Site dips towards
the north-east, as shown in Figure 5-18.

5.5.3 Stratigraphy and Sedimentology

The geological column of the Campus Test Site can be subdivided into five different easily recognisable rock
units, each characterised by an unique assemblage of rock types and primary structures. These lithological units
may be subdivided into different lithofacies types, as shown in Figures 5-19 and 5-20. A characteristic feature
of the lithofacies is the cross-lamination present in lithofacies 2, the upper part of lithofacies 3, and lithofacies
4 and 5. Cross-bedding occurs in different directions (as viewed in the vertical) in the sandstone lithofacies.

The vertical lithofacies represent vertical accretion of deposits in flood-plains (mudstone and mudstone/
siltstone facies), shallow lakes (rhythmite facies) and channels (sandstone facies). The palsosols and



n
S3

5
"S
SO

Figure 5-14 Position of the Campus Test Site at the University of the Orange Free State.



52 The Campus Test Site and Dewetsdorp Aquifers

0

12

24

36

48

60

72

84

96

108

120

132

144

156

168

180

192

u o i 3 •-.".• •]. -.'•'; CH5

: . : . : : UO2 * * UO17 :

u o 9 » - # : u o 3 : - • • ; . • • / - . '

' • ' . -PaeleoflowDirections -V •; /•

• . • I I I . . ' . . . . 1 - A ^ > - . • . ' ' • ' • ' ' • •

/>, . : . . -.- .'•• UO22
~ ~ z . * • ."%. • . " - . ' • • •

f (Jo-ordinate Origin

X 0 = 3 221036(m)

Yo = 78 832 (m)

• Percussion Boreholes
® Core Boreholes
•$• Piezometers

180 168 156 144 132 120 108 96 84 72 60 48 36 24 12 0

Campus Sandstone

Dolerite

Spitskop Sandstone

Subvertical Fracture Zone
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palseocretes in mudstone/siltstone facies represent periods of sub-aerial emergence and bioturbative activity,
and fluid flow in the Karoo basin respectively. This confirms the view expressed earlier, that the deposition
was related to the fluvial environment of the Adelaide Subgroup, rather than the lacustrine environment of
the Ecca Group. An examination of the cross-lamination and cross-bedding orientation derived from dipmeter
and acoustic scanner logs, showed that the palaeoflow direction varied from north-north-east (010°) towards
south-south-west (190°), as indicated in Figure 5-15.

Trie diagram on the Tight side of Figure 5-20 shows that theTe is a considerable variation in competency
of the various lithofacies and even within lithofacies, caused by the variations in the composition of the
lithofacies themselves. For example, at the base of the sandstone facies, 50 to 300 mm thick coarse conglom-
erate bands occur that alternate with coarse-grained (0,5 to 1 mm) cross-bedded sandstone. The sandstone
fines upwards with the development of cross-lamination and interbedded laminae of mudstone. A similar
variation exists in the lateral facies and rock strengths. The order of competency for the lithofacies in
Figures 5-19 and 5-20 is summarised in Table 5-2.

The entire lithologica] sequence is characterized by a primary mechanical anisotropy in competency, caused
by the well-developed external and internal layering and bedding of the lithofacies units. The ordering of the
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Table 5-l(a) Geological profiles of the core-boreholes CHI and CH2, drilled on the Campus Test Site.

Borehole CHI
Litholugy

Soil
Mudstone
Siltstone-mudstone
Sandstone (medium-grained)
Gric

Siltstone-mudstone
Grit

Carbonaceous shale
Grit
Carbonaceous .shale
Grit
Carhonaceous shale
Gril
Carbonaceous shale
Grit
Carbonaceous shale
Grit
Carhonaceous shale
Grit
Sandstone (medium-grained)
Conglomerate
Mudstone
Siltstone
Mudstone
Sandstone (fine-grained)
Mudstone
Sandstone (fine-grained)
Mudstone
Sandstone (fine-grained)
Mudstone
Siliy-mudstone
Sandstone (fine-grained)
Silty-mudslone

Sandstone (fine to medium-grained)
Silty-rnudslone
Sandstone (fine-grained)
Silty-mudstone
Sandstone (fine-grained)
Silty-mudstone

Core Length
(m)

0.000

1.700
5,000
7,160

10,430
10,450
12,400
12,800
13,080
13,120

14,280
14,300
14,380
14,400
14,490
14.530
14,550
14,570
15,130
15.150
23,270
Z3.750
24,480
25,170
26,250
27,900
28.120
28,290
32,000
33,580
38,000
39,000
40,080
44,030
45,630

52,060
54,000
61,830
62.580
64,000

Thickness
<m)

1.700
3,3(10
2,160
3,270
0,020
1,950
0,400
0,280
0,040
1,160
0,020
0,080
0,020
0,090
0,040
0,020
0,020
0,560
0,020
8,120
0.480
0.730
0,690
1,080

1,650
0,220
0,170
3.710
1.580
4,420
1,000
1,080
3,950
1,600
6,430
1,940
7,830
0,750
1,420

Elevation
(mamsl)

1410,690

1408,990
1405,690
1403,530
1400,260
1400.240
1398,290
1397,890
1397,610
1397,570
1396.410
1396,390
1396,310
1396,290
1396.200
1396.160
1396,140
1396,120
1395,560
1395,540
1387.420
1386,940
1386,210
1385.520
1384,440

1382.790
1382,570
1382,400
1378,690
1377,110
1372,690
1371,690
1370,610
1366,660
1365,060
1358,630
1356,690
1348,860
1348,110
1346,690

Borehole CH2
Lillllllliny

Soil
Mudstone
Siltstone-mudstone

Sandstone (medium-grained)
Srltsf.Grie-mudstc?ne

Sandstone (medium-grained)
Carbonaceous .shale
Grit
Carbonaceous shale
Grit
Carbonaceous shale
Grit
Siltstone-mudstone
Grit
Siltstone-mudstone
Sandstone (medium-grained)
Conglomerate
Mudstone
Siltstone
Sandstone (fine-grained)
Mudstone
Silty-mudstone
Sandstone (fine-grained)
Silty-mudstone
Sandstone (fine-grained)
Silty-mudstone
Sandstone (fine-grained)
Silty-mudstone
Sandstone (fine-grained)
Silty-mudstone

Core Length
(in)

0,000

0,270
3,540

11,950
12,180
12,220

12,320
13,560

13,570
13,710
13,720
13,730
14,010
14,780
14.R20
15,080
23,21(1
23,360
24,630
25,160
25,630
26,710
28,110
28,310
32,270
32.510
33,560
33,810

40,610
41,130
45,410

Thickness
(m)

0,270
3,270
8,410
0,230
0,040

0,100
1,240

0,0)0
0,140
0,0)0
0,010
0,280
0,770
0,040
0,260
8,(30
0,150
1,270
0,530
0,470
1,080
1,400
0,200
3.960
0,240
1,050
0,250
6,800
0,520
4,280

Elevation
(mamsl)

1411,040

1410,770
1407,500
1399,090
1398,860
1398,820
1398.720
1397,480
1397,470
1397,330
1397.320
1397,310
1397,030
1396,260
1396,220
1395.960
1387,830
1387,680
1386,410
1385,880
1385,410
1384.330
1382,930
1382,730
1378,770
1378,530
1377,480
1377,230
1370,430
1369,910
1365,630

Q



Table 5-1 (b) Geological profiles of the core-boreholes CH3 and CH4, drilled on the Campus Test Site.

(SI
O

Borehole CH3
Lithology

Soil
Mudstone
Siltstone-mudstone
Sandstone (medium-grained)
SiUsione-mudstone

Sandstone (medium-grained)
Carbonaceous shale
Grit
Carbonaceous shale
Grit
Carbonaceous shale
Grit
Mudstone
Sandstone (medium-grained)
Conglomerate

Mudsione
Sillstone
Sandstone (fine-grained)
Mudstone
Sandstone (fine-grained)
Mudstone
Sandstone (fine-grained)
Mudstone
Sandstone (fine-grained)
Mudstone
Silty-mudsione
Sandstone (fine-grained)

Silty-mudstotte
Sandstone (fine-grained)
Silty-mudstone

Core Length
(m)

0,000
2,300
4,300
9,470
9,530

10,820
13.370
14,540
14,560

14,650
14,720
14,840
14,900
15,160
23,780
24,070
25,570
26,190
27,470
31.980
32,380
32,930
33,460
37,460
37,760
38,180
39,860
40,790
41,630
41,960
45,450

Thickness

(m)

2,300
2,000
5,170
0,060
1,290
2,550
1,170
0,020

0,090
0.070
0,120
0,060
0,260
8,620
0,290
1,500
0,620
1,280
4,510
0,300
0,650
0,530
4,000
0,300
0,420
1.680
0,930
0,840
0,330
3,490

Elevation
(mamsl)

1410,950
1408,650
1406,650
1401,480
1401,420
1400,130
1397,580
1396,410

1396,390
1396,300
1396,230
1396,110
1396,050
1395,790
1387,170
1386.880
1385,380
1384,760
1383,480
1378,970
1378,670
1378,020
1377,490
1373,490
1373,190
1372,770
1371,090
1370,160
1369,320
1368,990
1365.500

Borehole CH4
I.ithology

Soil

Mudstone
Siltstone-mudstone
Sandstone (medium-grained)
Sillstone-mudstone

Grit
Carbonaceous shale
Grit
Carbonaceous shale
Sandstone (medium-grained)
Conglomerate
Siltstone
Mudstone
Siltstone
Mudstone
Sandstone (fine-grained)
Mudstone
Sandstone (fine-grained)
Mudstone
Sandstone
Mudstone
Sandstone (fine-grained)
Silty-mudstone
Sandstone (fine-grained)
Silty-mudstone

Core Length
(m)

0,000
2,5(X)
4,350
7,700
9,660

12,450
12,720
14,150
14,540
14.650
23,800
23.950
24,580
24,980
28,200
28,300
28,900
34,800
36.000
40,200
41,300
41,800
43,100
45,400
46,150
48,650

Thickness
(m)

2,500
1,850
3,350
1.960
2,790

0,270
1,430
0,390
0,110
9,150
0,150
0,630
0,400
3.220
0,100
0,600
5,900
1,200
4,200
1,100
0,500
1,300
2,300
0,750
2,500

Elevation
(mamsl)

1411,300
1408,800
1406,950
1403,600
1401,640
139S,850

1398,580
1397,150
1396,760
1396,650
1387,500
1387.350
1386,720
1386,320
13K3.IOO
1383,000
1382,400
1376,500
1375.300
1371,100
1370,000
1369,500
1368,200
1365,900
1365,150
1362,650
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Figure 5-18 Contours of the Campus Test Site's topography.

Table 5-2 Order of competency of the lithofacies in Figure 5-20, arranged from the highest to lowest
(bottom to top).

Lithofacies

1
5
2
4
3

Description

Mudstone
Black Shale
Cross-laminated Mudstone
Cross-laminated Rhythmite
Cross-bedded Sandstone

and Siltstone
Sequence

anisotropy, beginning with the lithofacies with the highest frequency of lamination and bedding, is as follows:

Lithofacies 4 > 5 > 3 > 2 > 1

Another characteristic of the lithological sequence is the vertical variation in grain size. Abroad description
of this variation from bottom to top of the stacked facies units, is given in Table 5-3.

5.5.4 Rock Mass Structure

The shape of the Campus Sandstone body on the Test Site was determined by analysing the elevations at
which the upper and lower contacts of the sandstone body occur in the percussion and core logs. The
sedimentologic interpretation suggests that the shape is irregular sheetlike to tabular. Contours of the sand-
stone's top surface in Figure 5-21 (a) indicate that the sandstone body has a domal shape around Borehole
UP! 5, with a main axial trace that trends from the south-east to north-west. An interesting feature of the
sandstone body, revealed more clearly by its isopach contour map in Figure 5-2 l(b), is the relation between
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Figure 5-19 Description, interpretation and correlation of drill-core data from the core-boreholes CH2, CH3 and CH4 on the Campus Test Site.
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Figure 5-20 Distribution of structures, rock strength characteristics and alteration zones in the interpreted lithofacies of the Adelaide Subgroup on the Campus Test Site.
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Table 5-3 Variation in grain size, within the stacked facies units of Figure 5-20 from bottom to top.

Top

Lithofacies

1
4
5
1
3
1
2

Bottom 1

Grain Size (mm)

0,01
0,06 to 0,125
0,01 (Interbanded between 0,06 and 0,125)
0,01
3 to 0,25
0,01
0,01 to 0,06
0,01

the thickness of the sandstone and the high-yielding boreholes, particularly boreholes UO5 and UP16.
The domal shape of the sandstone body is also present in the mudstone lithofacies below the sandstone

facies. However, these facies contain an additional domal structure north-west of Borehole UO14, as illus-
trated by the contours in Figure 5-22. However, the domal shapes are not present in the lithofacies sequence
overlying the sandstone facies. Indeed, some members of the sequence wedge out against the domal struc-
ture at Borehole UP15, as can be seen in Figure 5-16.

The overall structure of the vertical lithofacies at the Test Site is consistent with what one would expect
from a fluvial environment. However, there is a possibility that hydraulic fracturing, caused by the build-up
of high pore-pressures in the post-depositional saturated argillaceous sediments, may also have played a
role. The presence of conical shear fractures in a core sample from the mudstone lithofacies below the
Campus Sandstone shown in Figure 5-23, supports this suggestion.

A major feature of the core samples is the large number of fractures, particularly bedding-parallel frac-
tures, whose frequency decreases downwards from the upper more weathered zone, as thicker and more
competent units are encountered. However, their large-scale development is restricted to the upper part of the
sandstone facies, as shown in Figure 5-24. The bedding-parallel fractures in the upper, more weathered
zone, are often transected by large numbers of orthogonal, oblique and diagonal fractures. These fractures
clearly represent secondary fracturing of the rock mass, caused by the post-lithification processes described
in Chapters 3 and 4.

Microscopic studies of thin sections from the sandstone facies, of which an example is shown in Figure
5-25, showed that the grains of quartz and feldspar can also be fractured. The dark red bands in the figure are
clay minerals that have been deposited in permeable areas between quartz and feldspar grains by groundwa-
ter flow along the cross-bedding in the sandstone.

The Mode I fracture, marked 'total water loss" in Figure 5-24, is the most significant fracture on the
Campus Test Site. A close-up view of the fracture situated completely in the sandstone facies of Figure 5-19
is shown in Figure 5-26. The fracture has an estimated areal extent of 5 000 m2 and an aperture that varies
between 0,5 and 1,0 mm, as measured in the core. An idea of the fracture's geometry can be obtained from
the contours of its elevation in Figure 5-27, derived from dipmeter, acoustic scanner and calliper surveys.
The fracture follows the contours of the Campus Sandstone in Figure 5-21 so closely that there can be no
doubt that it is a bedding-parallel fracture.

A more detailed view of the fractures in the Campus Sandstone can be obtained from the June 1996
acoustic scanner logs of core-borehole CH1 and high-yielding percussion borehole UO5 in Figure 5-28. The
orientations of the fractures are shown by the tadpoles on the right, and their position and vertical extent by
the yellow calliper trace on the left. Green tadpoles represent bedding-parallel fractures, and red tadpoles
oblique fractures. The Mode I fracture occurs at a depth of 20,9 m in CHI, and within the fractured zone at
23,0 - 23,3 m in Borehole UO5. The direction of dip and dip for these fractures are 300 07 and 320 07
respectively, where the first three numerals represent the azimuth of dip and the last two the angle of dip.

An interesting feature of the acoustic scanner image for Borehole UO5 in Figure 5-28(b) is the presence
of a second 'fracture' zone at a depth of 23,8 m. The orientation of the zone's top is 264 08 and that of its
bottom 362 18. However, the absence of any tadpoles in the region and the acoustic calliper image of the area
in Figure 5-29 show that the zone does not represent a fracture, but an elastic deformation of the borehole. It
is therefore important to note that this 'fracture' zone was not detected in two previous geophysical surveys of
the borehole, whose identical calliper traces are displayed by the red line on the far left of Figure 5-28(b). The
first of these surveys was carried out in June 1992, shortly after the borehole was drilled, and the second in
December 1993. The only conclusion is thus that this highly warped zone, indicative of failure along a pre-
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Figure 5-21 Contour maps of (a) the top and (b) the thickness of the Campus Sandstone on the Campus Test Site.
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Figure 5-22 Contours for the top of the mudstones that underlie the Campus Sandstone on the Campus
Test Site.

Figure 5-23 Conical shear fractures that developed in a palseosol within the mudstones of lithofacies 2.
The white mineral coating on the surface of the fracture is baryte.
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Figure 5-24 Photograph of a part of the core from Borehole CH3. Notice in particular the fracture marked
with the comment 'total water loss'.

existing plane of weakness, developed after December 1993. The zone was thus probably caused, when a
plane of weakness was activated by hydraulic tests performed on the borehole after December 1993.

The red bands that demarcate the fracture zones on the images in Figure 5-28, are limonite-stained
alteration zones, usually associated with matrix diffusion from oxygen-rich water into the formations sur-
rounding the fractures. The zones extend for approximately ! mm around the smaller fractures to more than
I m around the Mode I fracture. This phenomenon has two important consequences for Karoo aquifers—it
shows that the aquifers are recharged from time to time, and what is perhaps more important, that Karoo
formations are particularly susceptible to matrix diffusion. This property and the small permeabilities of the
Karoo rocks will make it very difficult to ever clean up a polluted Karoo aquifer.

5.5.5 Geometry of the Aquifer

There are three aquifers present on the Campus Test Site, as shown in Figure 5-20 and Figure 5-30. The first
aquifer is a phreatic aquifer that occurs in a laminated alternation of mudstones and siltstones (6-9 m thick)
and a fine-grained, cross-laminated rhythmite sequence (1-6 m thick). A black carbonaceous shale layer
( 0 , 5 ^ m thick) separates the first aquifer from the second and main aquifer. This aquifer occurs in the 8-11 m
thick Campus Sandstone layer, and is confined. The third aquifer, also a confined aquifer, occurs in a succes-
sion of interbedded mudstone, siltstone and a fine-grained sandstone.

A rather interesting and surprising result at the time the boreholes were drilled, was the difference in
water levels and blow-yields between the high-yielding and low-yielding boreholes. For example, the blow-
yields of boreholes UO5 and UO3 (which are only 5 m apart) were 30 and 0,5 m3 h"1 respectively, while the
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Figure 5-25 Photograph of microfractures in 0,25 mm quartz grains, from a core sample of the Campus
Sandstone.

Figure 5-26 Detailed view of the fracture in Figure 5-24. Substantial water loss was incurred along this 80
mm fracture zone during the drilling.

water level in Borehole UO5 was 7 m lower than that of Borehole UO3. The boreholes were consequently
surveyed geophysically to try to understand that behaviour. This survey showed that all the high-yielding
and none of the low-yielding boreholes intersect the Mode I fracture of Figure 5-26. It is thus quite logical
to assume that a borehole in a Karoo aquifer only has a significant yield if it intersects a bedding-parallel
fracture. The same behaviour has since been observed in boreholes drilled at Dewetsdorp, Philippolis and
Rouxville. The phenomenon is thus certainly not restricted to the Campus Test Site. It is therefore not unrea-
sonable to expect that bedding-parallel fractures play a very important role in the hydraulic behaviour of
Karoo aquifers.
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Figure 5-27 Surface contours uf the elevation of the Mode I fracture in the Campus Sandstone on the
Campus Test Site.

The conventional view, of course, has always been that fractures play an important part in the hydraulic
behaviour of Karoo aquifers, particularly in the sense that they represent the main water-bearing units. Al-
though the exact extent of the Mode I fracture is not known, there are indications that it is restricted to a
domain, with a radius of not more than 100 m, centred on the area shown in Figure 5-31. The fracture, whose
aperture is not larger than I mm, can therefore store at most 7,854 m3 of water, which means that it can only
supply Borehole UO5 with its yield of 30 m3 h ' , with water for approximately 16 minutes. The fracture can
therefore not serve as the main storage unit of water on the Campus Test Site. Since the sandstone and shales
surrounding the fracture'are the only other storage units available on the site, they must be the main suppliers
of water to the boreholes. To see if this is possible, assume that the vertical hydraulic conductivity of the
sandstone is 10~6 m s"1 and that the hydraulic gradient between the sandstone and fracture is 1. In other
words, assume there is no pressure difference between the fracture and sandstone, and that the water flows
towards the fracture under gravity. In this case, water can percolate into the fracture at a rate of 56,549 m3 rr
'. Groundwater in Karoo aquifers must therefore be stored mainly in the sedimentary rocks and not in the
fractures. This result was confirmed by tests performed on cores during the drilling of the core-boreholes.
Fractures in Karoo aquifers are therefore not storage units for water, but serve as conduits that transport the
water from the sedimentary rock matrix towards the borehole. The simplest geometrical representation of a
Karoo aquifer is therefore that of a fractured, perhaps multi-fractured, multi-porous medium.

The photograph of the core from Borehole CH3, in Figure 5-24, shows that there are subvertical frac-
tures present in the aquifers on the Campus Test Site. However, they are mainly restricted to the upper
mudstone layers, and typical of a weathering zone, where expansive stress is at a premium.

The microfractures in the quartz grains and bedding planes of the sandstone and mudstones will cer-
tainly increase the storativity of Karoo aquifers, but they are too small to increase the hydraulic conductivity

- of theaquifers significantly. Since the dimensions of these fractures are very similar to that of the forma-
tions' primary pores, they will not be considered separately in this discussion.
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Figure 5-28 Acoustic scanner images of the Campus Sandstone in (a) core-borehole CHI, and (b) percussion
borehole UO5. The orientation of the oblique fracture above 23 m in Borehole UO5 is 085 65.

Top Depth (m)
16,32

I
Bottom Depth (m)

25,81

Figure 5-29 A 360° calliper diagram of the eccentricity of Borehole UO5, at a depth of 23,8 m.
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Figure 5-30 Schematic diagram of the different geological formations and aquifers present on the Campus
Test Site.

5.6 THE DEWETSDORP TEST SITES

5.6.1 Introduction

Dewetsdorp is situated 77 km south-east of Bloemfontein in the Free State. The aquifers on the farms
Kareefontein 66, Frankfurt 602 and Jouberts Rust 456, surrounding the town, were investigated previously
by Kirchner et at. (. 1991), as part of their study on the exploitation potential of Karoo aquifers. The availabil-
ity of this information suggested that these aquifers could be used to test results from the aquifer on the
Campus Test Site, and interpolate them to a wider range of aquifers in the Karoo formations.

Kirchner era/. (1991) originally drilled 40 boreholes in the aquifers of which only three had yields more
than 3,6 m3 h~'. However, the positions of these boreholes were not suitable for cross-borehole packer tests.
An additional 12 percussion boreholes were therefore drilled for this project on three of the Kirchner sites,
shown in Figure 5-32. Three of these boreholes had yields more than 21,6 m3 rr1. These percussion boreholes
were later supplemented with two core-boreholes drilled by the Department of Water Affairs and Forestry.

5.6.2 Geology

Dewetsdorp is underlain by both the Tarkastad and Adelaide Subgroups of the Beaufort Group, in particular
the Katberg Formation of the Tarkastad Subgroup and the Balfour Formation of the Adelaide Subgroup
(Kirchner et ai, 1991). The Katberg Formation that forms the lower contact between the Tarkastad- and
Adelaide Subgroups is very prominent in the area, probably because it is more resistant to weathering than
the underlying Balfour Formation. Although the Kalberg Formation consists mainly of sandstone, it tends to
form cliffs and is thus not a promising formation in which to site boreholes. The sediments in the formation
also tend to form lens-shaped bodies with the result that it is difficult to correlate the layers in borehole logs.
The geometry of these aquifers differs in this sense from that of the Campus Test Site aquifer with its parallel
layers.
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Figure 5-31 Presently known areal extent of the active part of the Mode I water-bearing fracture, in the Campus Sandstone on the Campus Test Site.
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Figure 5-32 Location of the three experimental sites at Dewetsdorp.

The area in the north-east is underlain by the Balfour Formation with its fine-grained, cross-bedded
sandstone, coarse arkose layers and mudstones. The mudstones, that vary in colour from green to red, repre-
sent the cyclic sedimentation of channel and flood-plain deposits.

There are a number of circular dolerite hills present in the area that represent ring dykes (Theron, 1970).
A circular outcrop of dolerite to the west of Dewetsdorp, which is clearly visible on the 1:30 000 areal
photograph of the area, also resembles a ring dyke.

The numerous linear dolerite dykes in the area are so intensely weathered in the low-lying areas that
they can hardly be detected with surface magnetic methods. The dykes that occur at Sites 2 and 3 are fine-
grained, less than 1 m thick and inclined towards the west. These dykes are very similar to the dykes at
Philippolis where high-yielding boreholes have been sited.

5.6.3 Geohydrology of the Experimental Sites

Site 1 is situated north of the Bloemfontein-Wepener road (see Figure 5-32). Kirchner et al. (1991) drilled
four boreholes on the site, of which only Borehole G36461 had a significant yield (2,16 m3 h~). The water
level of this borehole was 3 m lower than that of the other, which reminds one very much of the situation on
the Campus Test Site. An additional four boreholes, B1, B2, B9 and B10 in Figure 5-33, were consequently
drilled on the site with the view to perform packer tests there. Unfortunately, the yields of these boreholes
were too low for such tests.

Site 2 is located directly north of Dewetsdorp and to the east of Site 1. Two boreholes G36430 and
G36464 were drilled on the site by Kirchner et al. (1991). Borehole G36430 had a yield of 9,72 m3 tr1, but
G36464 was virtually dry.

Three new boreholes were drilled on the site. The first, B3, with a blow-yield of 21,6 m3 h~\ intersected
a north-east striking dolerite dyke that dips to the west, as indicated in Figure 5-34. The dyke, which is fine-
grained and weathered to such an extent that it can hardly be traced with a magnetometer, is highly fractured
and jointed at a depth of 35 m. The slickensided calcite and quartz (blown out during the drilling) and the fact
that water was struck above and not below the dyke, suggest that the dyke intruded by dilation.

The second borehole, B4, did not intersect the dyke, and had a blow-yield of only 1,08 m5 rr1. Another
borehole, Bl l , was therefore drilled on the eastern side of the dyke to see if the dyke does not form a
boundary between two aquifers, but was virtually dry. Only the two boreholes that intersected the dyke on
the site therefore had significant yields. This may be an indication that the area away from the dykes is less
fractured here than at the Campus Test Site or Philippolis. One possible explanation for this is that Dewetsdorp
lies higher on the Beaufort Group than the other two sites. The intrusion of dolerites therefore fractured the
upper layers of the Karoo formations at Dewetsdorp less than at the Campus'Test Site and Philippolis.

Site 3 is situated to the north-east of the town, near the bed of a brook. Two percussion boreholes, A1 and
C5, in Figure 5-35, were drilled on the site before the present investigation. Borehole C5 was drilled by
Kirchner et al. (1991)in 1985, while the Department of Water Affairs and Forestry drilled A1 as a production
borehole for the Municipality, at an unknown date. This borehole is situated on a north-east striking dyke
that dips to the west at an angle of approximately 70° and has an estimated yield of 5 m3 h~'.
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Figure 5-33 Plan view of the percussion borehole positions and a vertical cross-section through Experi-
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Figure 5-34 Plan view of the percussion and core borehole positions and a vertical cross-section through
Experimental Site 2 at Dewetsdorp.

The dyke crops out on one of the brook's banks where it is totally weathered. It was thus thought a good
site to investigate the influence that dykes may have on the behaviour of Karoo aquifers. Four additional
percussion boreholes and one core-borehole were therefore drilled on the site. Boreholes B5 and B6 inter-
sected the dyke from 24-28 m, while B7 and B8 intersected it from 17-23 m and 30-35 m, respectively.
Boreholes B5 and B6 had blow-yields of only 1,08 m3 h"1, but B7 had a blow-yield of 25,2 m3 h ' and B8 a
blow-yield of 36 m3 h '. This confirms the observations at the Campus Test Site that the yields of Karoo
boreholes can differ substantially, even over small distances.

A structure intersected at a depth of 30,5 m in B8, is probably a fault as mylonitic quartz (26 mm thick)
with slickensides was regained from the drill samples. It is interesting that the structure was intersected in
the dyke and not its contact with the Karoo formations. This suggests that the dyke may have been fractured
by some form of post-intrusion activity.

A comparison of the geological profiles for the boreholes at Dewetsdorp in Figure 5-36, and those of the
Campus Test Site in Figure 5-16, shows that the Dewetsdorp sites are underlain by more and thinner geo-
logical units than the Campus Test Site, The chances of striking a well-developed aquifer at Dewetsdorp are
therefore not very high. This may explain why Kirchner et al. (1991) were not very successful with their
drilling programme.
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Figure 5—35 Plan view of the percussion and core-borehole positions and a vertical cross-section through
Experimental Site 3 at Dewetsdorp.

5.7 DISCUSSION

The regional structural-stratigraphic investigation around the Campus Test Site provided the geological per-
spective for the aquifers drilled at the site. The study, which included palaeontologica! evidence, showed that
the position of the Ecca-Beaufort contact as reported on Sheet 2926 Bloemfontein (Geological Survey, 1966)
is inconsistent, and that all the lithologies drilled on the Campus Test Site were situated in the Adelaide
Subgroup. Three major sandstone sheets which have regional aquifer potentials—the Campus, Spitskop and
Musgrave sandstones—were identified. The Spitskop and Musgrave sandstones crop out west of the city,
but the Campus Sandstone is confined to the subsurface everywhere.

A north-easterly trending megascopic domal structure that deforms the sediments, but does not influ-
ence the north-westerly trending main drainage, may act as a regional groundwater ridge. The existence of
this megascopic structure has two significant consequences. The first is that it has exactly the form that one
would expect of sedimentary formations displaced by the intrusion of laccoliths, and therefore supports the
view expressed in Chapter 3, that dolerites intruded as laccoliths in thisarea. The second consequence is that
the adjacent basin structures form regional sinks for groundwater accumulation. The influence of such struc-
tures on the flow of groundwater in Karoo formations should therefore not be underestimated.

The regional palaeocurrent and facies analysis of the Beaufort sediments indicated that the palceofluvial
environment is represented by argillaceous and arenaceous assemblages today. The Campus and Spitskop
Sandstones represent channels from a meandering river system, while the Musgrave Sandstone is typical of
channels associated with braided river systems. The coarse nature of the latter sandstone suggests that it may
be a significant groundwater resource.

Interpretation of regional fracture development in the sediments indicates that the subvertical fractures
in the area provide conduits for surface water, while pervasively developed bedding-parallel fractures act as
the main conduits for water within the aquifers. The yields of boreholes in Karoo aquifers are therefore
mainly determined by the probability that they intersect such a bedding-parallel fracture. These results, and
those from the experimental sites, suggest that the siting of boreholes should be limited to those areas where
bedding-parallel fractures are present. Since the chances are better to strike such fractures near dolerite
dykes, and the dykes can be located relatively easy, it is logical to concentrate on these dykes when siting
boreholes in the Karoo formations. One difficulty associated with this practice is that the dyke may be
impermeable and act as a boundary of the aquifer. In such cases it will be difficult for the borehole to
maintain an optimal yield over prolonged periods, especially during droughts. However, as shown by the
Campus Test Site, and to a lesser extent Site 1 at Dewetsdorp, there are other areas where these fractures
occur, and high-yietding boreholes can be drilled. Unfortunately, no surface geophysical technique exists
today with which these fractures can be detected. Indeed, it seems that wireline logging techniques, using
dipmeter or acoustic scanner probes are the only viable methods to detect these fractures.

It is difficult to explain the existence of the sparsely spaced bedding-parallel fractures that act as con-
duits for water to boreholes, at all the sites studied in this investigation without invoking the intrusion of
laccoliths as conceptualized in Figure 3-9. This conjecture is further strengthened by the observation in
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Section 5.4.2, that the fractures had a compressional origin, but now appear in tension. The discussion of the
intrusion of laccoliths in Appendix A indicates that the areal extent of the fractures will depend on the size of
sedimentary layers lifted by the laccolith, but that their apertures may be small. This is in agreement with the
present information on these fractures, which shows that the apertures of the fractures are only of the order
of 1 mm, but their areal extent can vary from a few thousand square metres to several square kilometres.

The bedding-parallel fractures' dimensions imply that Karoo aquifers have a far more complex geo-
metry than that of the media conventionally used to describe the behaviour of aquifers. The best way to
describe this geometry is that of a semi-fractured, multi-porous medium, in which the water is stored in the
matrix, while the fractures present the main conduits for flow.

An important consequence of the complex geometry of Karoo aquifers is that one can expect that their
hydraulic properties will vary considerably over very short distances. This variability is further enhanced by
the lithology of Karoo aquifers, which consists mainly of sedimentary rocks. Since fluvial systems tend to
deposit sediment particles with their long axes parallel to the flow, Karoo aquifers are highly heterogeneous
and anisotropic. It is thus simply not worthwhile to try to analyse observations of Karoo aquifers with meth-
ods derived from the conventional groundwater media, such as an ordinary porous medium or even the dual
porosity medium of Barenblatt et al. (1960). Moreover, the presence of different semi-pervious layers im-
plies that vertical flow will be very significant in these aquifers.

The presence of microfractures in the quartz grains and bedding planes of the sandstone and shale layers
has serious implications for the pollution of Karoo aquifers. One of the most important of these is that the
pollutant can spread rapidly through the fractures and diffuse into the matrix, through matrix diffusion, from
where it cannot be removed easily.

In summary, it can be said that the development of the Campus and Dewetsdorp sites provided valuable
information on the behaviour of Karoo aquifers, especially the unpredictable behaviour of these semi-frac-
tured aquifers. These aquifers are much more complex than the aquifers commonly considered in the literature
on groundwater. Special care must therefore be taken in the siting of boreholes and waste disposal sites in
Karoo aquifers. However, many of the problems experienced with Karoo aquifers today can be minimized,
or even prevented, if care is taken of the aquifers' complex geometry.



CHAPTER 6

THE PHYSICAL BEHAVIOUR OF KAROO AQUIFERS

6.1 INTRODUCTION

The study of the genesis and evolution of Karoo aquifers in Chapters 3 and 4, and the information gained
from the geology of the test sites on the Campus and at Dewetsdorp described in Chapter 5, show that these
aquifers have a very complex geometry. One can therefore expect that their hydraulic behaviour will also be
complex. The danger thus exists that such an aquifer can be damaged, or even destroyed, if not managed in
accordance with its physical properties. The neglect of these properties in the management and operation of
Karoo aquifers may be one of the major reasons for the present distrust in these aquifers. In this chapter an
attempt will be made to combine the information gained on the properties of these aquifers in the previous
chapters, with results from hydraulic tests to try to understand the physical behaviour of Karoo aquifers better.

The discussion begins with a brief description of the nature of flow in Karoo aquifers, particularly
matrix- and fracture flow in Section 6.2. This is followed by a discussion of the various hydraulic tests
performed on some of these aquifers in Section 6.3. These tests have shown that the local behaviour of a
stressed Karoo aquifer is controlled by bedding-parallel fractures. The effect of this dependence on the
ability of a Karoo aquifer to yield water is discussed in Section 6.4.

Although fractures control the local behaviour of Karoo aquifers, their global behaviour is more deter-
mined by dolerite dykes and hydrochemicaJ actions, which is discussed in Sections 6.5 and 6.6 respectively.

The attempt to clarify the behaviour of Karoo aquifers with analytical models, in Section 6.7, has shown
that the flow in these aquifers is linear and not radial. The majority of the existing conceptual models for the
analysis of hydraulic test data, therefore, cannot be used for Karoo aquifers.

The main conclusion of this investigation, discussed in Section 6.8, is that the physical behaviour of
Karoo aquifers is controlled by their complex geometries and elastic properties. These factors must certainly
be taken into account if the aquifers are to be managed and operated efficiently.

6.2 THE NATURE OF FLOW IN KAROO AQUIFERS

6.2.1 General

Karoo aquifers have been classified in Chapter 5 as multi-layered, multi-porous aquifers in which bedding-
parallel fractures form the main conduits of water. The apertures and areal extent of the fractures, however,
are limited. They are therefore not able to store large quantities of water, with the result that their piezometric
pressures drop rapidly when a borehole that intersects them is pumped. This drop in piezometric pressure
will cause water to leak from the matrix to the fracture. There are thus two types of flow present in a Karoo
aquifer: bedding-parallel fracture flow and matrix flow.

The simplest approach to Karoo aquifers is to regard them as dual-porosity aquifers. However, the
existing theory of dual-porosity media (Moench, 1984) assumes that the media is infinite and cyclic, as
indicated in Figure 6-1. This is clearly not the case in Karoo aquifers, which frequently contain just one
water-bearing bedding-parallel fracture. As will be shown below, it is these fractures that are responsible for
the unique and complex behaviour of Karoo aquifers.

There exist of course, also microfractures in the Karoo formations, as can be seen from the photographs
of the cores in Figures 4-9 and 5-24, but their dimensions are the same as that of the pores. They will
therefore be considered as part of the porous matrix.

6.2.2 Matrix Flow

The bedding-paralle] fractures' lack of storage capacity implies that the rock matrix must be the main storage
unit in Karoo aquifers. The description of the genesis of Karoo rocks in Chapter 3 has shown that these rocks

- 7 5 -
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Figure 6-1 Schematic representation of a slab-shaped, dual-porosity medium. [After (Moench, 1984).]

will consist mainly of fine-grained mudstones, siltstones and shales, with interbedded sandstones, whose
grain size can vary from fine to coarse. The rocks therefore originally had a very high primary porosity, but
this porosity was considerably reduced by cementation and compaction. The result is that the pores and
microfractures in the rocks are usually very small. It thus follows from Laplace's equation [Equation (2.1)]
that the flow of water will be severely restricted by adhesive forces in these rocks. One can thus expect that
the hydraulic conductivity, K, of the rocks will be very small (~ lO-MO'8 m s"1). Nevertheless, it follows
from Darcy's law,

(6.1)

that there will always be a flux of water, q, from the matrix to the fracture, as long as there exists a piezomet-
ric pressure gradient, Vtp, from the rock matrix towards the fracture. Although this flux may be small, the
flow over a large area can be considerable. The matrix can thus supply large quantities of water to a bedding-
parallel fracture with a large areal extent, as discussed in Section 5.5.5. Vertical flow through the matrix may
therefore be the predominant type of flow in Karoo aquifers.

6.2.3 Fracture Flow

The flow in a fully fractured medium is largely controlled by the fracture dimension, orientation and connec-
tivity (Odling, 1993). The bedding-parallel fractures in Karoo aquifers are mainly horizontally orientated
and sparsely distributed. Since no large-scale vertical or subvertical fractures were observed in these aqui-
fers, multiple bedding-parallel fractures will only be weakly connected through the intermediate rock matrix.
The ability of a Karoo aquifer to transmit water will therefore be determined mainly by the apertures of
bedding-parallel fractures, if present.

An idea to what extent the fractures' apertures may influence flow in Karoo aquifers can be obtained by
looking at the expression for the discharge rate of a simple parallel plate fracture (De Marsily, 1986)

where p is the fluid density, g the acceleration of gravity, (x the viscosity of the fluid, «p the piezometric head
in the fracture, with a the width and b thickness of the fracture, as defined in Figure 6-2. The flux of a fluid
through the fracture

4 ab
(6.2)

thus depends on the square of the fracture's aperture, b. One can thus expect that the yield of a borehole in a
Karoo aquifer will depend strongly on the aperture(s) of the bedding-parallel fracture(s) that it intersects.

It follows from Equation (6.2), that the yield of a borehole that depends on a bedding-parallel fracture
for its water will be limited on two accounts—the aperture of the fracture and the piezometric gradient
within the fracture. Although the apertures of bedding-parallel fractures in Karoo aquifers are larger than
those present in more conventional fractured aquifers, they aie still not very large (~1 mm). A borehole in a
Karoo aquifer may therefore not be able to sustain a specific discharge rate, even though the piezometric
level in the aquifer is still high. As will be shown below, it is precisely this property of the bedding-parallel
fractures that is responsible for the complex behaviour of Karoo aquifers.
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Aperture

Figure 6-2 Schematic illustration of the parallel plate model for a fracture.

6.3 HYDRAULIC TESTS

6.3.1 General

Numerous hydraulic tests have been performed on the boreholes at the Campus Test Site, Philippolis and
Rouxville, as part of this project, with the view to determine the physical behaviour of the aquifers. Mr. Alan
Woodford from the Department of Water Affairs and Forestry's Cape Town office also kindly provided
information on tests he performed on boreholes in the Calvinia area. The present discussion will, however,
be limited to tests that display the complex behaviour of Karoo aquifers the best.

6.3.2 Multiple Constant Rate Tests

A series of five constant rate tests was performed from April 1993 to June 1993 on the 16 boreholes, UO1 -
UP16, that existed at the time on the Campus Test Site. The main purpose of the tests was to see if the
pumping rate and pumping depth may have any influence on the results of hydraulic tests. The perturbed
borehole was pumped for six hours at rates of 1,125, 2,25 and 4,5 m3 h"1, and allowed to recover for at least
18 h in all the tests. The tests were also repeated three times to verify the repeatability of constant rate tests
in Karoo aquifers. The first four members of the series were performed with Borehole UO5 as the perturbed
borehole, and the fifth one with Borehole UP16. The pump was installed at a depth of 22 m (as measured
from the borehole collar) for all the tests, except for the fourth member, where it was lowered to a depth
of 30 m.

The drawdowns were all recorded electronically with the apparatus described in Appendix B. The
drawdowns could thus be measured in all sixteen boreholes simultaneously, at one minute intervals and a
consistent accuracy of ±5 mm. The result was that much smaller variations in the drawdowns could be
observed than would have been the case if the measurements were made by hand.

A visual inspection of the observed drawdowns showed that the boreholes can be divided naturally into
three distinct classes, as indicated in Table 6-1. This behaviour remained puzzling until contours were drawn
of the water levels in the aquifer before and after each of the tests, in reviewing the data for this report. As
shown by the example of these contour maps in Figure 6—3, there exists a well-defined boundary, running
from boreholes UO1 to UO11 through Borehole UO3, across which there is very little flow. A closer ex-
amination of the boundary shows that it coincides very much with the boundary of the Mode I fracture in
Figure 5-3 J. A logical conclusion is thus that the behaviour of the Class 1 boreholes is caused by the fact that
they do not intersect the fracture, or that the fracture is closed in that area. The aquifer's geometry is there-
fore the main reason for the observed behaviour of the boreholes, as one could have anticipated from the
discussion in Chapters 3 and 5.

As Botha and Magda (1993) have pointed out, one should expect differences in the geometry of an
aquifer to show up in contours of its water levels. The boundary in Figure 6-3 is thus probably more repre-
sentative of the Mode I fracture's boundary than that shown in Figure-5-31, which is only based on the
geological and geophysical logs of the boreholes.
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Table 6-1

Class
1
2
3

The Physical Behaviour of Karoo Aquifers

Behaviour of drawdowns in boreholes UO1 - UP! 6 on the Campus Test Site.

U O 1 -
UO14
U O 4 -

UO3,

UO9,

Borehole
UO10

UO11-UO13, UP15,UP16

Behaviour of Drawdowns
Inconsistent behaviour of drawdowns
Drawdown consistent but irregular
Drawdowns consistent and regular

211 040

211060 -

211 080 -

211 100

211 120 -

211 140
78 910 78 850 78 840

Figure 6-3 Water-level contours of the aquifers on the Campus Test Site before and after repeating the
constant rate test where Borehole UO5 was pumped at 2,25 m3h~' for the third time. (Depth of
pump = 22 m.)

The absence of a geophysical log makes it difficult to explain the behaviour of Borehole UO14. The
more so, because its geological log indicates that it does penetrate the fracture, although the aperture of the
fracture may be very small. One rather strange, but interesting, explanation relates to the history of the
borehole. This borehole is one of the five original boreholes the Department of Geohydrology drilled in
1989, and was thus already four years old at the time of the tests. The borehole had to be re-drilled about a
year after the tests, because it was completely clogged by an ant nest situated over the fracture. It is thus
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likely that the ant nest already existed at the time of the tests, and interfered with the yield of the fracture.
This interpretation has the advantage that it provides a natural explanation not only for the irregular behav-
iour of the drawdowns, but also why the borehole behaved normally after the cleansing operations.

The observed drawdowns differed considerably from one observation borehole to another, and displayed
minor differences within each member, as could have been expected. A statistical analysis, however, showed
that differences within a given member are not significant. Constant rate tests can therefore be repeated in
Karoo aquifers with confidence. This statement should not be interpreted as saying that the behaviour and
properties of a Karoo aquifer will not change with time. All that it says is that one can trust the results of a
single test performed at a specific time.

The first impression of the observed drawdowns for the Class 3 boreholes, of which examples are shown
in Figure 6-4, was that they are very similar to drawdowns described by the classical analytical model of
Theis (1935) for a confined porous aquifer. The results of the tests were therefore interpreted with this
analytical model. The small differences between the observed and computed drawdowns, particularly at the
end of the pumping period, were ignored in the analysis.

2,0

1,5

— UO4 (Observed)
— UO4 (Fitted)

UO8 (Observed)
UO8 (Fitted)

— UO12 (Observed)
— UO 12 (Fitted)

0,0
60 120 180 240

Time (min)
300 360 420

Figure 6-4 Drawdowns observed in boreholes UO4, UO8 and UO 12 during a series of five constant rate
tests performed on the Campus Test Site.

The Theis model is based on the assumption that the aquifer is uniform and the flow radial and horizon-
tal. The hydraulic parameters associated with the model, the storativity (S) and transmissivity (7), therefore,
cannot depend on the discharge rate (Q), distance from the perturbed borehole (r), and time (r). Any ob-
served variation in the hydraulic parameters with the last three parameters should thus be regarded as an
indication that the model is not applicable for the specific aquifer. This property is, unfortunately, often
neglected when fitting the Theis model to observed drawdowns.

The first indication that the Theis model is not applicable to Karoo aquifers came from an analysis of the
5-values, which decrease continuously as r increases. This behaviour has been observed previously in Karoo
and other aquifers in South Africa by Bredenkamp et al. (1995). The authors recognized that the results are
unrealistic, but nevertheless proceed to derive methods with which the values can be corrected, implying
that one can correct inapplicable results!

The dependence of the Theis-fitted ^-values on r suggests that the 5-values may also depend on the
position of the perturbed borehole. Tt was thus thought worthwhile to compare the ratios of .S1-values, derived
from the tests performed on boreholes UO5 and UP16, with the inverse ratio of the observation boreholes'
distances from the perturbed boreholes. The results, displayed graphically in Figure 6-5, clearly show that
this is not the case. Theis-fitted storativities are therefore a function of a power of the inverse distance, from
the observation to the perturbed borehole, but not the position of the perturbed borehole.
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Figure 6—5 Dependence of the Theis-fitted 5-value ratios on the inverse ratio of the distance between the
observation and perturbed borehole. (Subscripts 1 and 2 denote members 3 and 5 of the tests,
in which boreholes UO5 and UP!6 were pumped at a rate of 2,25 m3 h~'.)

A second indication that the Theis model is not applicable to Karoo aquifers came from an analysis of
the S- and ^-values for the Class 3 boreholes in Table 6-1 as a function of Q. The T-values first tend to
increase and then decrease with increasing Q, while the S-values increase linearly with the discharge rate, as
shown in Figure 6-6. A statistical analysis of the results revealed that the dependence of the S-values on Q is
not significant, but that the dependence of the T-values on Q is highly significant. The reason the dependence
of 5 on Q seems not to be significant, is that S also depends on r. There can thus be little doubt that the
parameters derived from the Theis fit do depend on Q.

It is difficult to explain the dependence of the Theis-fitted hydraulic parameters on distance and pump-
ing rate, except to note that it may be related to vertical flow in the aquifer—something that the Theis model
neglects completely. This possibility will be discussed further in Section 6.7.

Verwey and Botha (1992) have shown that the hydraulic parameters arrived at by fitting the Theis curve
to drawdowns in a fully three-dimensional aquifer will be a function of the depth at which the pump is
installed. That this is indeed the case for the aquifer on the Campus Test Site is shown by the hydraulic
parameters in Table 6-2, derived from four of the constant rate tests for the Class 3 boreholes. The statistical
analysis of the results has shown that the dependence of the S-values on the depth is again not significant, but
that the dependence of the T-values on the depth is highly significant.

Table 6-2 Hydraulic parameters for the Class 3 boreholes obtained from a fit of the drawdowns ob-
served when Borehole UO5 was pumped at a rate of 2,25 m3 h"1, with the pump installed at
depths of 22 and 30 m.

Borehole

UO4
UO6
UO7
UO8
UO9
UO11
UO12
UO13
UP15
UP16

Depth

2,134-lCH
2,21 MO"4

2,128-10-*
2J0010-4

2,143-10-*
1,781-10^
1,952-10^
1,885-10^
2,049-10-4

2,022-10^

22 m Depth

S22

l,032-10"2

2,542-10-3

1.379-10"3

2,82 MO"3

1,309-10-3

1,363-10-1

4,988-10-5

1,27 MO-4

1,625-10^
8,077-10-5

Tjodn^sr')

,85510-*
,880-10^
,882-10-4

,878-10-*
,86010^
,725-10-4

.61210-4

,657-10^
,80310^
,784-10-4

30 m

l,424-10"2

3,565-10^
1.883-1O-3

3,8151O-3

1,931-1O"3

1,435-lQ-1

6,400- 10-s

1,737-lCT4

2,257-10-'
1,071-10-*

Ratios

T2/T30

8,693-10-'
8,502-10-'
8,84410-'
8,945-10-'
8,67910-'
9,686-10-'
8,257- 1CH
8,789-10-'
8,797-10-'
8,827-10-'

S22/S30

1,380
1,403
1,365
1,352
1,475
1,053
1,283
1,367
1,389
1,325
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Figure 6-6 Representative graphs of the Theis-fitted S- and T-values for the Class 3 boreholes as a func-
tion of the discharge rate.

An interesting feature of the results in Table 6 2 is that the transmissivities, with the pump installed at
22 m, are always less than those with the pump installed at 30 m, while the inverse is true for the storativities.
A possible explanation of this behaviour is that the hydraulic conductivity of the formation at 30 m was less
than that of the formation at 22 m. This conclusion is supported by the observation that the drawdown cone
observed with the pump installed at 22 m, was shallower than the one observed when it was installed at 30 m,
particularly at the later times. The position at which a pump is installed in a production borehole may thus be
a very important parameter in the management and operation of a Karoo aquifer.

The previous results of the constant rate tests clearly .show that the Theis model is invalid for Karoo
aquifers. Theis-fitted hydraulic parameters may be used to obtain qualitative information on the properties
and behaviour of an aquifer, but it will be a mistake to base a quantitative evaluation of the aquifer on them,
or to use them in developing management models for Karoo aquifers.

6.3.3 Cross-borehole Packer Tests

A major disadvantage of conventional constant rate tests is that the observed water levels always represent
an average over the aquifer's thickness (Verwey and Botha, 1992). The tests can therefore not be used to
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obtain information on separate layers of a multi-layered aquifer, or the vertical distribution of its hydraulic
parameters. There is indeed only one type of conventional hydraulic test suitable for this purpose—packer
tests. The basic principle of these tests is to seal a section of a borehole off with an inflatable device (the
packer), inject (or withdraw) some water into the sealed-off section and observe the behaviour of the action
in the section, OT similar sections in adjacent boreholes.

There are two types of packer tests that are often applied in practice: double-packer and cross-borehole
packer tests. Double-packer tests can only be performed in single boreholes, and thus provide information on
the horizontal hydraulic parameters. Cross-borehole packer tests, on the other hand, can provide information
on the full spatial distribution of both the hydraulic parameters.

The success achieved with cross-borehole packer tests in the Malmesbury Formation at Atlantis (Botha
et al., 1990) suggested that this type of test may be particularly useful in clarifying the behaviour of Karoo
aquifers. Boreholes UO3 - LJ09 on the Campus Test Site were therefore drilled specifically for this purpose.
The series of multiple constant rate tests were consequently followed by a series of cross-borehole packer
tests. The tests were all performed with Borehole UO5 as the perturbed borehole, and measurements were
taken in the other six boreholes at depths that varied from 9 m to 27 m in 2 m intervals.

The results of the tests weie rather disappointing, however. AH the observed changes in pressure heads,
Ah, satisfied the basic equation for an anisotropic medium (Hsieh et al., 1983)

where, Q is the injection rate, r the distance to the observation borehole, t the time, S the specific storativity,
D the determinant of the hydraulic tensor, K, and Kd the directional hydraulic conductivity (Bear, 1972), but
failed to yield real-valued ellipsoids. Numerous attempts were made to try to clarify this negative result, but
without any success. All the other planned tests were therefore abandoned.

One property of the aquifer not considered when the cross-borehole packer tests were abandoned, is the
geometry of the aquifer, because it was not considered important at the time. However, as shown in Figure
6-3, Borehole UO5 is situated closer to the boundary of the Mode I fracture than all the observation bore-
holes, except Borehole UO4. The failure of the cross-borehole tests may therefore have been caused by the
proximity of the fracture boundary to Borehole UO5. This observation suggests that one can only expect
positive results from cross-borehole packer tests if the spacing of the boreholes takes the geometry of the
aquifer into account. Since there are no methods that allow one to determine the geometry of an aquifer
explicitly, cross-borehole packer tests do not appear to be very useful in studies of highly heterogeneous
aquifers.

6.3.4 Double-packer Tests

The failure of the cross-borehole tests meant that double-packer tests had to be used to get some idea of
variations in the hydraulic parameters with depth. The cross-borehole tests were therefore followed by a
series of double-packer tests. Although double-packer tests can be used to determine a layer's specific stora-
tivity, the transient part of the reaction dies out so quickly that only its hydraulic conductivity is usually
determined (Hsieh etai, 1983). It must be kept in mind though that this hydraulic conductivity, henceforth
denoted by Kh, will only be representative of a horizontal segment through the sealed-off section.

There exists a number of equations that can be used to compute values of Kh, (Hsieh et al., 1983), but the
one most commonly used is given by

(6.3)

where / is the length of the sealed-off section, rb the radius of the sealed-off section and the meanings of the
other symbols are described above. This equation was consequently also used in this investigation. Averaged
values of Kh for the more prominent formations on the Campus Test Site are summarized in Table 6-3, and
are displayed graphically in Figure 6-7. These results further emphasize the dominant role that the Mode I
fracture plays in the geohydrology of the aquifer on the Campus Test Site.

There are indications that Equation (6.3) may yield ^-values that depend on the injection rate, Q.
Unfortunately, this dependence cannot be investigated further here, as no provision was made for such a
possibility in planning the present set of tests.
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Table 6-3 Averaged values of the horizontal hydraulic conductivities, Kir for the more important forma-
tions on the Campus Test Site as determined from double-packer tests.

Layer

Upper mudstone layers

Carbonaceous shale layer

Sandstone matrix of the main aquifer

Average depth of Mode I fracture

Sandstone matrix of the main aquifer

Mudstone layers

Depth
(m)

8
10
12
14
16
18
20
22
24
26
28
30
32
34
36
37
38
40

' 42

Kh

(m s"1)

9,910-10"7

6,538-10"6

3,601 10-"
8,796-10-7

1,350-10"6

4,055-105

1,345-10"1

2,754-10-4

7,87840"5

2,205-lO"6

2,309-10"7

7,970-1O~S

4,440-10"8

1,234-1O-7

1,564-10"7

2,497 10 8

l,740'10"8

4,65210 s

l,745-10-8

Kh (m s •')

0,0x10° 1,0x10,-4 2,0x10,-4 3,0x10"'

, • „ > S a n d s t o n e I , ' • . . ;.

Figure 6-7 Graphs of the horizontal hydraulic conductivities in Table 6-3.
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6.3.5 Other Constant Rate Tests

The results from the double-packer tests and the cores showed beyond any doubt that the aquifer on the
Campus Test Site is a multi-porous, multi-layered aquifer, as envisaged in Chapter 5. It was thus considered
worthwhile to carry out a new constant rate test on the aquifer after the installation of piezometers in bore-
holes UO1 and UO18, to try to obtain better insight into the behaviour of the aquifer.

Since the Department of Geohydrology planned to shift the pump in Borehole UP! 5 to Borehole UP16,
a classical yield test was performed on the latter borehole at the end of 1993, This test showed that the
borehole had a yield of approximately 18 m3 h~'. In this test, the borehole was pumped at a discharge rate of
28,8 m3 h ' , as indicated by blow tests carried out during drilling the borehole. However, the borehole was
only able to support this rate for an hour, before the rate began to drop to 18 m3 rr1, where it stabilized for six
hours. The Department therefore installed a new pump with this capacity at a depth of 32 m (21 m below the
water level) in the borehole. This borehole was consequently used as the perturbed borehole for the test to be
described here.

Water levels were measured in the perturbed borehole, as well as boreholes UO2, UO3, UO6, UO9,
UO10, UO11, UO13, UO14, UP 15, UO20 and UO22, in the new test, while piezometric levels were meas-
ured in piezometers UO1, UO18, and temporary piezometers in Borehole UO5. (See the map in Figure 5-15
for the positions of the boreholes.) The latter piezometers were created by sealing Borehole UO5 off with an
inflated packer, placed at the depth of the carbonaceous shale layer. The measurements in piezometers UO1,
UO18 and Borehole UP 16 were taken by hand, but the rest was registered electronically

The test was started with a pumping rate of 11,88 m3 h~', well below the supposed yield of 18 m3 h~'.
However, the pumping rate immediately began to decline with the water-level in the borehole, as shown in
Figure 6-8. The decline continued until the water level reached a depth of 21 m, where Borehole UP16
intersects the Mode I fracture, and then stabilized for approximately 75 minutes before resuming the decline.
The high influx of water from the fracture unfortunately made it impossible to continue with the measure-
ments in Borehole UP16 the moment when the water level reached the fracture.
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the constant rate test on Borehole UP16 at the Campus Test Site.

The decline and stabilizing of water levels were also observed in the other Class 3 boreholes of Table 6-1, as
illustrated by the drawdowns of boreholes UO9, UP15 and UO20 in Figure 6-8. Only in the Class 1 bore-
holes did the water levels decrease continuously throughout the test.

Since no description of a similar behaviour could be found in the available literature, the results were
considered suspect and the test was ignored. However, when the same behaviour was also observed in later
constant rate tests, it became clear that this may be an intrinsic property of boreholes in Karoo aquifers.

The first of these constant rate tests was performed on a proposed production borehole, D19, at Philippolis,
towards the end of 1994. This borehole penetrates not just one, but three bedding-parallel fractures, at depths
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Figure 6-9 Graph of the water levels observed in Borehole D19 at Philippolis during a constant rate test
carried out by Botha et al. (1996).

of 17, 19 and 21 m, respectively, as shown in Figure 6-9. The test started with a discharge rate of 11,16 m3 rrl.
This caused the water level to drop continuously for 576 minutes, and then to stabilize at a level 2 m above
the first fracture for 420 minutes. The water level then dropped to a level 2 m above the second fracture at 19 m,
where it stabilised for a further 144 minutes, before it dropped to a level 2 m above the third fracture at 21 m..
Here, the water level stabilized again for 84 minutes, only to drop suddenly and without warning to the pump
intake. At this stage, the discharge rate was lowered to 7,2 m3 h"1. This caused the water level to recover
within 168 minutes to a level 1,667 m above the fracture at 17 m, where it stabilized again for 816 minutes,
only to repeat the previous cycle.

The similarity of drawdowns in Figures 6-8 and 6-9 immediately suggested that the drawdowns in
Borehole UP16 would have shown the same behaviour had the measurements been taken for a longer time.
A new constant rate test was therefore performed with Borehole UP 16 as the perturbed borehole, after the
field work at Philippolis was completed. In this test, the borehole was pumped at a rate of 3,6 m3 h~' for 2 800
min, while its water level and that of Borehole UO5 were measured electronically. Hand measurements of
the piezometric levels in the three aquifers were also taken in Piezometer UO18 during the test. The test had
to be abandoned earlier than planned because of a power failure, but were fortunately long enough to con-
firm the presumed behaviour of Borehole UP 16, as shown in Figure 6-10. In this case, the water level also
declined normaJJy until it reached a depth of 19,6 m after approximately 12 h. Here, it stabilized for nearly 24
h before it began to decline again, first slowly and then rapidly, dropping almost instantaneously to the pump
intake the moment it reached the Mode I fracture at a depth of 21 m.

A second constant rate test was performed on 1995-06-01 at the Campus Test Site. In this test Borehole
UP 15 was pumped, while the water levels in two other high-yielding boreholes, UO5 and UO20, and the
low-yielding Borehole UO11 were monitored continuously. The test was started with a discharge rate of 9,72
m3 h"1 and reduced to 3,6 m3 h~' after 140 min, before the pump was switched off 40 min later.

The comparison of the water levels in Figure 6-11 shows that the levels in boreholes UP15, UO5 and
UO20 declined normally, until the level in Borehole UP15 reached a depth of ~2,5 m above the fracture after
approximately 80 minutes of pumping. The level then stabilized for approximately 10 minutes, before it
declined rapidly and dropped almost instantaneously to the pump intake the moment it reached the fracture.
The discharge rate was then reduced to 3,6 m3 rrl. This caused the level to recover rapidly to a depth of 6 m
below the fracture, where it stabilized until the pump was switched off. The level then recovered quickly to
a depth of approximately 2 m above the fracture, before continuing with its normal recovery.

An interesting feature of Figure 6-11 is that the water levels in boreholes UO5 and UO20, which also
intersect the fracture, behaved very similarly, except for a slight difference in drawdowns that can be as-
cribed to the 0,7 m difference in their distances from Borehole UP15. Their water levels also dropped at the
beginning, but then-stabilized at a position above the fracture for the duration of the pumping. The observed
behaviour of the water levels in the perturbed borehole is thus a characteristic of that borehole alone, and not
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Figure 6-10 Graphs of the water levels in boreholes UP16 and UO5 during a constant rate test performed
on 1995-05-15 with UP 16 as the perturbed borehole.
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Figure 6-11 Graphs of the water levels in boreholes UO5, UO11, UP 15 and UO20 during a constant rate
test performed on 1995-06-01 with Borehole UP15 as the perturbed borehole.

of the aquifer as a whole.
The water level in Borehole UO11, on the other hand, remained constant for approximately 30 min

before it began to decline, and continued to decline for at least an hour after the pump was switched off. The
geological log of the borehole in Figure 5-16 shows that it intersects the sandstone layer that contains the
Mode I fracture. However, the water level contours in Figure 6-3 indicate that the fracture is not present in
the borehole, or is closed. Boreholes in Karoo aquifers thus not only withdraw water from fractures, but also
from the Karoo rocks themselves. The commonly held view, that Karoo formations do not contain signifi-
cant quantities of groundwateT, is thus wrong.

There are two noteworthy differences between the water levels of the perturbed boreholes in Figures 6-10
and 6-11: the lengths of their stability phases and the depths at which their water levels stabilized. Since the
tests differ only in their discharge rates, it is natural to assume that the differences were caused by the
difference in the discharge rates. That this is the case, is illustrated by the drawdowns observed during the
fourth step of a step drawdown test and a constant rate test on Borehole D20 at Philippolis by Botha et al.
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Figure 6—12 Behaviour of the water levels in Borehole D20 at Philippolis during a constant rate test and
the fourth step of a step drawdown test. (The step drawdown test's time scale is shown on the
upper time axis.)

(1996). In the step drawdown test, the borehole was pumped at a rate of 10,8 m3 h"1 and in the constant rate
test at 6,84 m3 h~'.

The water level stabilized in the step drawdown test for 35 min at a depth 4 m above the second fracture,
before it dropped to a depth of 5 m above the third fracture and then to a depth of 3 m above the fourth fracture,
where it stabilized for the remaining 40 min of the test. (Stabilization above the first fracture occurred during
the third step of the test.) However, as shown in Figure 6-12, the water level stabilized after 12 h 3 m above
the first fracture and remained there for the remaining 60 h of the test. This result suggests that there exists an
upper limit on the efficiency rate at which a Karoo borehole can be pumped, if one does not want to lower its
water level below the depth of a water-bearing fracture. Bedding-parallel fractures, therefore, act not only as
conduits for water to boreholes in Karoo aquifers, but also control the behaviour of the boreholes.

The previous behaviour of the water levels is not restricted to the aquifers on the Campus Test Site and
Philippolis, but is also present in the drawdowns of constant rate tests Kirchner et al. (1991) performed at
Dewetsdorp and De Aar. Unfortunately, their graphs are all drawn on a log-log scale, thereby masking the
various effects, but the effects are clearly visible in the graphs on pages 87, 181 and 186, of the appendix
volume, and the long duration test, in their Figure 4.41 on page 88. There is thus little doubt that the yields of
boreholes in Karoo aquifers are controlled by the bedding-parallel fractures they intersect. The difficulties
Kirchner et al. (1991) experienced in interpreting their test results can thus be ascribed to two causes. The
first is that they analysed their results with a Theis curve, and the second is that they ignored the control
fractures exert on the yields of boreholes in Karoo aquifers.

6.4 FRACTURED-CONTROLLED BEHAVIOUR OF KAROO BOREHOLES

6.4.1 Fracture Hydraulics

The previous results raise the question: how can one explain groundwater flow in Karoo aquifers, especially
what seems to be the fracture-controlled behaviour of perturbed boreholes? One conclusion already reached,
is that the major flow in Karoo aquifers must occur from the rock matrix to the fracture, which then supplies
the borehole with water. However, Equation (6.2) shows that the flux through a fracture will be limited by its
aperture and the piezometric pressure gradient across the fracture, which is determined completely by the
piezometric pressure within the fracture. A highly permeable fracture will thus quickly dewater when ex-
posed to the atmosphere; unless recharged through its planes. This recharge rate will, in turn, depend on the
rate at which water can leak from the surrounding rock matrix to the fracture. The continuous leakage of
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water to the fracture must obviously decrease the piezometric pressure in the rock matrix, and thus the
piezometric gradient towards the fracture. The rate at which the rock matrix can supply water to the fracture
must therefore also continue to drop, according to Darcy's law in Equation (6.1), unless leakage occurs from
adjacent aquifers, thereby also decreasing their piezometric levels. A fracture, therefore, cannot sustain the
discharge rate from a borehole that exceeds the rate at which the surrounding layers can recharge it. A point
will therefore be reached in such a borehole where its water level will begin to drop. There is thus a limit to
the rate at which the rock-fracture system can supply water to a borehole.

The predicted drop in the water level of a borehole may be stopped temporarily, if there exists a second
fracture whose aperture is large enough, and the piezometric pressures in the layers immediately above and
below are high enough to supply in the demand. This conjecture is supported by the behaviour of the piezometric
levels, of the three aquifers on the CampusTest Site, during the constant rate of 1995-05-15 on Borehole UP16.
As shown in Figure 6-13, Aquifer 2 entered a pseudo steady state after 12 h of pumping; the same time it took the
water level in Borehole UP16 to stabilize, according to Figure 6^10. The piezometric level in Aquifer 1 continued
to decline throughout the test, while that in Aquifer 3 also stabilized after a small but rapid decrease at the
beginning, probably caused by the slight difference in its initial piezometric level and that of Aquifer 2.

1404

r
t

I
g 1396

1392

™"BH B H B B B B

* > • • • • • •

o
e

o
e

o
o

e
i , , , .

B

o
, 1 , , ,

B B

• •

• Aquifer 1

o Aquifer 2

• Aquifer 3

© o
, , 1 1

360 720 1080
Time (min)

1440 1800

Figure 6-13 Graphs of the piezometric heads in the three aquifers on the Campus Test Site, as measured in
Piezometer l)018 during the constant rate test of 1995-05-15 on Borehole UP16.

The previous discussion suggests that there may be fractures in a borehole that are not able to retard or
stop a declining water level. The behaviour of the water levels for the step drawdown test in Figure 6-12
indicates that the third fracture in Borehole D20 may be such a fracture. This behaviour is illustrated even
more dramatically by the drawdowns of a constant rate test on a borehole at Kokstad in Figure 6-14. Al-
though the water level in this borehole did not experience any sharp drop, the stabilizing patterns are clearly
visible, but less developed than those in Figures 6-10 and 6-11.

An interesting consequence of the previous interpretation of flow in Karoo aquifers is that the fracture-
controlled behaviour of production boreholes will not be observed in a single-layered aquifer. However,
such an aquifer may be very rare in Karoo formations, judging from the discussion of their general structure
and the geology in Chapters 3 and 5 respectively.

A more common explanation for the fracture-controlled behaviour of water levels in perturbed boreholes
would be that the drawdown reached an impermeable boundary during the test. This boundary can be either
a dolerite dyke or the fracture boundary itself. There is a dolerite dyke not far from boreholes D19 and D20
at Philippolis (Botha et al., 1996), but none at the Campus Test Site, That the phenomenon also occurs in
boreholes on the Campus Test Site, thus rules dolerite dykes out as the cause of the phenomenon. The
fracture boundary can also not be responsible for the phenomenon, for one would then expect to see it in the
water levels of ail boreholes connected to the fracture, which is clearly not the case with the water levels of
boreholes UO5 and UO20 in Figure 6-11. The phenomenon is thus a characteristic of the perturbed borehole,
unrelated to boundary effects.
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Figure 6-14 Drawdowns observed during a constant rate test on a high-yielding borehole at Kokstad. (Q =
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6.4.2 Fracture Mechanics

The water-bearing fractures intersected by boreholes drilled during this project were all bedding-parallel
fractures. The possibility therefore exists that the fractures may be readily deformed, either elastically or
plastically. Such a deformation, even if limited, can influence the flow through the fracture dramatically, as
can be seen from Equation (6.2). For example, a decrease of 20% in the aperture of the fracture will cause a
decrease of almost 50% in its yield. Any deformation of this nature will be disastrous for production bore-
holes that depend on fractures for their water supply.

There arc a number of forces that may deform the water-bearing, bedding-parallel fractures in Karoo
aquifers. The first, and most obvious one, is the weight of the overburden. The effect of this force can be
considerably enhanced in a fracture dewatered by excessive pumping. Indeed, there is a possibility that such
a fracture may even collapse completely. This collapse of a water-bearing fracture may be responsible for the
complaint: 'my borehole has dried up\ often heard from people who depend on Karoo aquifers for their
water supply. This interpretation has the advantage that it provides a natural explanation why it is often
possible to drill a new successful borehole within a short distance from the one that 'dried up'.

Another phenomenon that can be related to the 'dried up' borehole and deformation of a water-bearing
fracture, is a borehole whose yield decreases with time. The phenomenon has never been discussed in the
literature to the knowledge of the authors, but discussions with fanners indicated that it is quite common in
boreholes older than 10 years.

The two phenomena discussed above can also be caused by other factors, and can therefore not be
considered as proof that deformations take place in Karoo aquifers. The only direct information that such
deformations do occur, comes from the acoustic scanner image of Borehole UO5 in Figure 5-28(b). Of
particular interest is the 'fracture' zone at a depth of 23,8 m and the subvertical fracture between 22,5 and
22,9 m, that was not present in the original calliper trace and a dip meter survey of the borehole by BPB on
1993-12-01. The features, therefore, must have developed after December 1993, as discussed in Section
5.4.4, and probably after 1994, if the decreasing transmissivities in Table 6-4 can be ascribed to the deforma-
tion. Nonetheless, there can be little doubt that Karoo aquifers are subject to deformations.

Table 6-4 Transmissivities of Borehole UO5 on the Campus Test Site, derived from student slug tests.

Year T ( m 2 d ' )

1991
1994
1996

33,0
28,5
8,0
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Another indication that elastic deformation may play a prominent role in the behaviour of Karoo aqui-
fers comes from the behaviour of the water level in Borehole UO11, during the constant rate test on Borehole
UP 15 in Figure 6-11. As pointed out above, it took the water level in this borehole about 30 min to decline,
and approximately an hour to recover after the pump in Borehole UP 15 was switched off. One mechanism
that can explain this behaviour is that the fracture contracted in the immediate vicinity of the borehole, when
the pumping started, thereby creating a pressure pulse that increased the water pressure in the adjacent
formations. Since Borehole UO11 does not penetrate the fracture, according to Figure 6-3, it took some time
before this increase in pressure dissipated. Exactly the opposite happened when the pump was switched off.
The fracture then expanded with a corresponding drop in its piezometric pressure that had to be restored
before the rock matrix could be recharged. Deformation of the fracture may thus be another cause of the
fracture-controlled behaviour of water levels in perturbed boreholes, discussed above.

Dewatering and rewatering are not the only phenomena that can affect the aperture of a fracture. It is
known that fractures are often kept open by asperities associated with the fracture walls, sand grains or other
particles. The Mode I fracture in Figure 5-26, for example, was filled with mud, silt and fine-grained parti-
cles at the time the drill cores were recovered. The flow velocities in bedding-parallel fractures can be very
high, judging from the force with which water enters a borehole when such a fracture is struck. The water
could thus easily remove particles from the fracture, thereby causing the fracture to collapse, or clog the
pump. Friction between the fracture surface and water could also change the flow from laminar to turbulent,
thereby reducing the flux through the fracture substantially (Gilbrech, 1966).

It is difficult to say at this stage which of the previous phenomena, if any, play a significant role in the
behaviour of Karoo aquifers, because they have not been considered in previous investigations of Karoo
aquifers. There is thus no quantitative information available on how these phenomena may influence the
yields of boreholes in general, and Karoo boreholes in particular.

6.5 DOLERITE DYKES

The preceding discussion may create the idea that bedding-parallel fractures are the most important struc-
tures in Karoo aquifers. Although this is certainly true as far as the behaviour of flow towards a borehole is
concerned, the global behaviour of a Karoo aquifer is more likely controlled by dolerite dykes, as discussed
in Chapter 4. One cannot therefore neglect the influence of dolerite dykes on the global behaviour of a Karoo
aquifer, particularly not in the development of water-supply schemes.

The impression is often created that more boreholes have been drilled along dolerite dykes than any-
where else in the Karoo landscape, although such a conclusion is not supported by the hydrocensus of
Burger et al. (1981). The two main reasons for this conception are probably that dykes are: (a) easy to locate
with existing geophysical techniques, and (b) often surrounded by highly fractured zones. This approach is
understandable, because there are no methods known today that can detect bedding-parallel fractures in situ.
However, the approach may not always yield an optimal borehole site, since the dykes, especially the ring
dykes, are often impermeable, as discussed in Chapter 4. This not only confines the aquifers to isolated
compartments (Burger etal, 1981), but also restricts the area from which a borehole can withdraw its water
considerably.

One method to increase the yield of such a limited aquifer is to drill a production borehole through the
dyke dividing two aquifers, and tap the water of both aquifers simultaneously. However, this method is not
always successful, as illustrated by the experience with the boreholes on Site 2 at Dewetsdorp, discussed in
Section 5.6.3.

Another disadvantage of dolerite dykes, especially linear dolerite dykes, is that they may have destroyed
bedding-plane fractures that existed at the time of their intrusion. Boreholes along linear dykes therefore
withdraw their water mainly from the dyke's baked and fractured zone, as hydraulic tests at Philippolis have
shown. These mostly vertically inclined fractures usually have a high density, and are orientated parallel and
perpendicular to the dyke. Boreholes drilled along the same dyke therefore often interfere with one another,
even when spaced as far as six kilometres apart! The yields of boreholes drilled next to dolerite dykes, are
thus often highly variable.

6.6 HYDROCHEMICAL ACTION

Hydrochemical action is another factor that may influence the hydraulics of Karoo aquifer, in general, and
fracture flow in particular. The motion of groundwater through the original palseo-sediments caused the
individual grains to cement during lithification, while the motion of recent groundwater tends to dissolve the
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cement, especially near fractures. The latter of these processes depends strongly on the chemistry of the
groundwater. If the water is saturated with carbonate precipitation may take place, which can seal the frac-
tures, while oxygen-rich water may oxidize iron minerals that diffuse into the matrix and colour the sedimentary
rocks. The brown colour of the sandstone around the water-yielding fracture in Figure 5-24, is an example of
the latter process.

It is known that the soJubility of CaCO3 depends strongly on the partial pressure of the dissolved CO2. A
drop in this pressure will cause calcite to precipitate. Since the pressure in the rock matrix is usually higher
than in the fractures, the fractures in Karoo aquifers are very much vulnerable to calcite precipitation, espe-
cially when pumping an aquifer. Since this may lead to the formation of a so-called fracture skin and a
considerable reduction of flow from the rock matrix to the fracture (Moench, 1984), such situations must be
avoided as far as possible. This phenomenon may explain why many fractures in the core samples from both
the Campus Test Site and Dewetsdorp, are totally closed by calcite.

6.7 ANALYTICAL MODELS FOR KAROO AQUIFERS

The discussion in Section 5.5.5 shows that Karoo boreholes receive their water mainly from bedding-parallel
fractures. Since the storage capacity of these fractures is limited, they will be unable to supply water to a
high-yielding borehole, unless recharged from the surrounding rock matrix. The permeability of the rock
matrix is very low, however, and will not release water easily, unless there exists a high piezometric pressure
gradient. This will certainly be the case if there is a sudden drop in the piezometric pressure of an adjacent
bedding-plane fracture. Since these fractures are mainly horizontally inclined, the flow will be predomi-
nantly vertical. No conceptual model based on horizontal flow, will therefore be able to fit drawdown data
from these aquifers accurately.

A major problem with vertical flow is that it can only be described by complex mathematical models,
with the result that geohydrologists neglect them completely, as was done in the discussion of the multiple
constant rate tests in Section 6.3.2. It was therefore thought worthwhile to conclude this discussion on the
behaviour of Karoo aquifers, with an explicit demonstration of the difference between an analytical horizon-
tal flow model, represented by the well-known Cooper-Jacob method, and a more realistic analytical model.
The Cooper-Jacob method is an approximation of the Theis model and therefore strictly only valid for
drawdowns in observation boreholes. However, the method is often applied to perturbed boreholes, with the
assumption that the observed water level is measured at its circumference.

The basic premise of the Cooper-Jacob method is that the drawdown, s, in a borehole at some Hate
time', r, can be described by an equation of the form

s = a + b\n(t) (6.4)

Since this equation is linear in ln(f), one only needs two data points to determine its intercept, a, and slope,
b. It is thus possible to fit the equation to any set of data points where two or more points lie in a straight line
on a semi-logarithmic graph of the points. One result of this simplicity is that the Cooper-Jacob method is the
first method many geohydrologists turn to when faced with the problem of analysing the results from a
constant rate test. However, the equation has an added connotation in geohydrology, not often appreciated by
users. As any textbook on well-hydraulics, e.g. Bear (1979), will show, the Theis equation describes the
drawdown in a homogeneous, horizontal aquifer with a radial flow pattern. The same therefore applies to
Equation (6.4). Since it is not easy to transform other types of equations into the form of Equation (6.4), one
can be sure that the flow is radial and horizontal if the equation fits a 'large' number of points from a
hydraulic test.

Unfortunately, no simple analytical model could be found for vertically saturated flow in the literature.
The best known example of vertical flow in groundwater is probably unsaturated flow, which exhibits a
linear flow pattern. Dr. Paul Hsieh therefore suggested that one may consider linear saturated flow instead.
This type of flow must satisfy an equation of the form

s = a + (W? (6.5)

according to Milne-Home (1988). Since it is impossible for a large set of data points to satisfy Equations
(6.4) and (6.5) simultaneously, the two equations can be used to decide whether the flow in Karoo aquifers is
radial or linear. Although numerous examples of such fits can be given, the example in Figure 6-15 will
suffice for this discussion. These data were supplied to the authors by Alan Woodford, from the Office of the
Department of Water Affairs and Forestry in Cape Town. In this test, Borehole G39973 at Calvinia was



92 The Physical Behaviour of Karoo Aquifers

I
I

60

40

20

-20

Observed Sqrt (f) Log (/)

s(t) = 4,9821n(Q - 12,279 (r2 = 0,746)

,..-•- \~s{t) = 0,497Vf - 1,155 (r2 = 0,998) |
i . i i i

0,1 1 10 100 1 000
Time (min)

10000 10 0000

Figure 6-15 Least square fits of Equations (6-4) and (6.5) to the drawdowns observed in Borehole G39973
at Calvinia.

pumped for 11 200 min at a rate of 87,84 m3 h~\ which is an extremely high-yielding borehole for Karoo
standards.

It is, of course, possible to obtain a better fit of the data in Figure 6-15 to Equation (6.4), by varying the
number of points considered in the fit. However, there is no way in which Equation (6.4) can fit all the data
as perfectly as Equation (6.5). Flow in Karoo aquifers is therefore predominantly linear and not radial.
Hydraulic parameters derived from the Theis model, or any other model that is based on radial flow, will
thus be useless in the case of Karoo aquifers, as Kirchner et al. (1991) experienced. This constraint effec-
tively restricts the number of analytical models that can be used in the study of Karoo aquifers to the horizontal
fracture model of Gringarten and Ramey (1974). This quite complex analytical model was unfortunately
discovered only recently, with the result that it could not be analysed in detail for this report.

The association of the vertical flow field with bedding-parallel fractures implies that this type of flow
only exists when the fracture is stressed. Flow in undisturbed Karoo aquifers may thus still be mainly hori-
zontal. Unfortunately, there is no method that allows one to determine hydraulic parameters for an undisturbed
aquifer.

6.8 DISCUSSION

The main conclusion that can be drawn from the previous discussion is that the behaviour of Karoo aquifers
is ultimately determined by their unusual geometry, particularly the occurrence of bedding-parallel frac-
tures. These features provide not only the conduits for water to boreholes in Karoo aquifers, but also play a
prominent role in the interactions responsible for the behaviour of these aquifers. One very important conse-
quence of these interactions is that flow in Karoo aquifers is not radial and horizontal, but linear and vertical.
This property differs so much from that of the media usually considered in the literature on aquifer mechan-
ics, that the existing conceptual models are useless for the analysis of hydraulic tests performed on Karoo
aquifers. Indeed, a survey of the conceptual models has shown that the horizontal fracture model of Gringarten
and Ramey (1974) may be the only analytical model that can be applied to Karoo aquifers. However, the
mathematics of the model is rather complex. It is thus doubtful if it will require less effort to implement than
the numerical models that will be discussed in the following chapters.

An interesting feature of Gringarten and Ramey's horizontal fracture model is that the water level in a
borehole will display four distinct stages, whose lengths are determined by the radius of the fracture. The
model further predicts that the second phase, during which the water level behaves as a function of V(,
becomes more dominant as the radius of the fracture increases. The near perfect fit of Equation (6.5) to the
observed water levels of Borehole G39973 at Calvinia, in Figure 6-15, therefore suggests that this borehole
withdraws its water from a very extensive fracture—a conclusion supported by its very high yield.

Another rather disturbing result that emerged from the previous discussion is that Karoo formations,
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and thus aquifers, may readily be deformed by pumping water from them. This will not only affect the ability
of these aquifers to store and yield water, but can also have considerable impact on mass transport in the
aquifers. Unfortunately very little is known about these deformations at the moment. It is thus imperative
that more attention should be given to this aspect, if the aquifers are to be used for water-supply schemes and
protected from pollution.

Boreholes are, without any doubt, the most cost-effective method to withdraw water from an aquifer.
The dependence of a borehole's yield on the presence and properties of a fracture, however, again raises the
question if boreholes are the best method with which to withdraw water from Karoo aquifers. Although some
of the effects can be limited by pumping and spacing the boreholes judiciously, the conclusion in Section
3.6.5, that it will be better to withdraw water from aquifers in the Clarens Formation by methods other than
boreholes, thus seems to apply to all Karoo aquifers.



CHAPTER 7

A NUMERICAL MODEL FOR THE CAMPUS TEST SITE

7.1 INTRODUCTION

The absence of any reference to the fractured-controlled behaviour of boreholes in the available literature
makes it difficult to quantify the influence that the physical properties of the aquifer have on the phenomenon.
The first and best approach to achieve this goal would have been to study the phenomenon in more detail
through further field observations and measurements. However, the lack of suitable equipment and financial
resources made this approach impossible. Fortunately, there is another approach. The discussion in Chapters
3, 4 and 5 shows that the physical properties of Karoo aquifers will not vary much globally, although there
may be large local variations. The behaviour of the aquifers can thus also be studied with a suitable numerical
model. This approach has the added advantage that it can show directly which physical properties of the
aquifer play an important part in the phenomenon, thereby avoiding unnecessary field work. These considera-
tions led to the development of a numerical model for the aquifer on the Campus Test Site.

The discussion in Chapter 2 shows that the first and major step in developing a numerical model for
any physical phenomenon is to decide which physical properties of the medium and phenomenon must be
included in the underlying conceptual model. As shown by the discussions in Chapters 5 and 6, there is one
property that cannot be neglected in developing such a model for a Karoo aquifer—that is its geometry. The
implementation of this property in the model for the aquifer on the CampusTest Site is discussed in Section 7.2.

Karoo formations are best conceptualized as multi-layered, multi-porous media, according to the dis-
cussion in Chapter 5. This implies that the well-known saturated flow equation can be used as the mathematical
model for the aquifer. This model, its associated initial and boundary conditions and hydraulic parameters
are discussed in Section 7.3.

Boreholes are commonly represented in numerical models for two-dimensional groundwater flow as a
point source (Pinder and Gray, 1977), thereby creating a logarithmic singularity in the solution. This causes
a severe difficulty for three-dimensional groundwater flow models. An elegant method to circumvent the
difficulty is to represent the borehole as a Dirichlet boundary. This method was consequently introduced in
the numerical model, as discussed in Section 7.4.

7.2 GEOMETRY OF THE AQUIFER

7.2.1 Spatial Geometry

The discussion in Chapter 5 has shown that the aquifer on the Campus Test Site is essentially a three-layered
aquifer. Since the carbonaceous shale layer is relatively impermeable, it was thought that Aquifer 1 will not
influence flow in Aquifer 2. Although there does not exist a similar clearly defined geological boundary
between Aquifers 2 and 3, the horizontal hydraulic conductivities of the aquifer in Table 6-3 suggested that
this aquifer may also be neglected in the proposed model. The original idea was therefore to restrict the
model to Aquifer 2, or develop a separate model for each of the three aquifers. However, the piezometric
levels in Figure 6-13 show that all three aquifers respond simultaneously. Any model for the site therefore
had to include all three aquifers. An attempt was made to obtain more information on the interaction between
the three aquifers from the hydraulic test data, which could be used in a layered model for the Site, but the
available data were not sufficient for this purpose. This left only two options for the development of a suit-
able model. The first was to use a two-dimensional model along a vertical plane through the three aquifers,
and the second a full three-dimensional model. The easiest option would have been to use the two-dimen-
sional vertical model, were it not that such an approach could hide important features in the behaviour of this
anisotropic Karoo aquifer. A full three-dimensional model was therefore used in this investigation.

There are numerous difficulties associated with the use of a three-dimensional groundwater flow model
(Verwey and Botha, 1992). The most difficult decision to take in developing the present model, was decide

- 9 5 -
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how to represent the three aquifers in the model. The reason for this is that Aquifer 1 is probably a phreatic
aquifer, while Aquifers 2 and 3 are confined aquifers, as shown by the data in Table 7-1. The correct ap-
proach to model the aquifer would thus be to use an unsaturated-saturated flow model. However, this would
complicate the model considerably, without necessarily providing more insight into the physical behaviour
of the aquifer. Moreover, there was no information available on the moisture retention curves for the various
formations, as required by an unsaturated flow model (Verwey and Botha, 1992). All three aquifers were
therefore represented as confined aquifers in the present model. The model may therefore not represent the
aquifer perfectly, but this was not the main purpose in developing the model. What was required of the model
is that it should provide insight into the behaviour of Karoo aquifers, and guide-lines to what other effects
must be included in a more comprehensive model.

The assumption that all three aquifers are confined, had one simplifying consequence—one can take the
soil surface as the top of the aquifer. The bottom of the aquifer, however, was more difficult to determine. The
geological profile of the deepest percussion borehole (UO14), and the cores from Borehole CH7, indicate that
the mudstone layers of Aquifer 3 are present to a depth of at least 100 m. The available computer resources
could, unfortunately, not accommodate a model that incorporates layers this deep. The piezometric levels in
Figure 6-13, however, show that Aquifer 3 has such a high storage capacity that most of the flow will prob-
ably be restricted to its upper layers. The lower boundary was consequently placed at a depth of 40 m below
the collar height of Borehole UO18.

Table 7-1 Comparison of the collar height and elevations of the sandstone and mudstone layers of Aqui-
fer 3 with the piezometric heads in piezometers UO landU018,asmeasuredonl 995-05-15.

Piezometer

UO1

UO18

Collar

1 411,07
1 410,97

Elevation (mamsl)

Sandstone Mudstone

1 394,77
1 394,97 1 387,970

Piezometric Levels

Aquifer 1

1 403,91
1 403,72

Aquifer 2

1 399,70
1 400,42

(mamsl)

Aquifer 3

1 400,07

The two most prominent features of the aquifer are the Mode I fracture at a depth of 21-25 m and the
carbonaceous shale layer at a depth of 14-18 m. Since all indications are that the fracture is the hydrological
most active feature of the aquifer, special care was taken to represent it as accurately as possible in the
model. The carbonaceous shale layer, however, was grouped with the upper mudstone layers of Aquifer 1,
because its hydraulic and geological properties do not differ too much from those of the other layers as
illustrated in Figure 7-1.

7.2.2 The Void Geometry

The void geometry considered in most groundwater flow models can be related to three types of media: the
classical porous medium (Bear, 1972), the dual porosity medium (Moench, 1984) and the fully fractured
medium (Cac,as etaL, 1990). This presented somewhat of a problem for the aquifer on the Campus Test Site,
since its void geometry does not correspond fully with one of these media. A special void geometry had
therefore to be constructed for the Campus Test Site.

The discussion of Karoo formations in Chapter 3 shows that these formations can be represented as
porous media with different porosities and hydraulic parameters. The real difficulty was thus how to repre-
sent the fracture. The correct approach would probably be to model flow in the fracture as pipe or parallel
plate flow, but this would introduce internal boundary conditions, which would complicate the model con-
siderably. However, an examination of the fracture in the core samples (see for example Figures 4-9 and
5-24) indicated that the fracture is not fully open, but partially filled with silt, mud and fine-grained sand
particles. The fracture will therefore also be considered as a porous medium, but with its own porosity and
hydraulic properties in this preliminary model for a Karoo aquifer.

7.3 THE MATHEMATICAL MODEL

7.3.1 The Saturated Flow Equation

The assumptions that the fracture can be represented as a porous medium, and that Aquifer 1 is a confined
aquifer, imply that the aquifers on the Campus Test Site can be modelled with the saturated flow equation for



The Mathematical Model 97

"H.

..—._
l_
_ J

I,
i ~ —

r
I

10-7

Borehole Diameter

0

5

10

1 15

,g 20

| 25

I 30

40

45

50

10-3

Legend

> ess

r*d

10-9 10-7 10-5 10-3

Borehole Diameter

Brown Top Soil

Black-grey Shale

| | Light brown Mudstone

Q White Sandstone

^ J Yellow-brown Mudstone

[ '. | Light brown Sandstone

Red-brown Siltstone

Dark blue Shale

Figure 7-1 Comparison of the hydraulic and geological properties of the upper rhythmite layers in
boreholes UO4 and UP16 on the Campus Test Site.

a porous medium. Since the aquifer is not polluted, one can restrict the model to the density-independent
groundwater flow equation (Bear, 1979)

. o=V-K(X, , o+f(x, t) (7.1)

where

K(x, f)
the specific storativity of the aquifer,
the hydraulic conductivity tensor of the aquifer,

fix, t) - the strength of any sources and sinks,
x = the three spatial co-ordinates (x, y, z),
t - the time,
<p(x, i) ~ the piezometric head in the aquifer, defined by (Bear, 1979) as

<p(x,t) =
dp

with
= the water pressure,
= the water pressure at a suitably chosen reference plane (x0),
= the density of water,
= the acceleration of gravity,

h(x, t) - the pressure head.
An important difference between Equation (7.1) and the equation conventionally used to describe the

flow of groundwater in a horizontal plane (Botha, 1996)

p
g

S(x, y, t)D,h(x, y> t) = , y, t) Vh(x, y, (7.2)

is that Equation (7.1) contains the piezometric head as independent variable, while Equation (7.2) contains
the pressure head. Equation (7.2) also uses the transmissivity tensor, T, and storativity, S, instead of their
three-dimensional counterparts, K and So, while the source term, expressed as the product of the discharge
rate, Q(t), and the Dirac delta functions, b(x - JC0) and b(y — y0), is represented as a point source.
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The piezometric head varies with depth, and can thus only be observed with piezometers. This is the
main reason why a three-dimensional model requires (and generates) considerably more data than a two-
dimensional model. A three-dimensional model thus places severe constraints on the computer resources
and the observational network.

Equation (7.1) is a parabolic partial differentia! and can only be solved if a suitable initial condition and
boundary conditions are prescribed (Botha and Pinder, 1983). Since these conditions determine the solution
of Equation (7.1) completely, they must represent the conditions on the aquifer's boundary as accurately as
possible. The choice of boundary and initial conditions has thus always been a difficult problem in construct-
ing numerical models for aquifers. The methods used to establish suitable boundary conditions for the Campus
Test Site will consequently be described in greater detail.

7.3.2 Initial Condition

The piezometric levels in the aquifers on the Campus Test Site were monitored with five piezometers, two
installed in Borehole UO1 and three installed in Borehole UO18, at the time the numerical model was
developed. Initial conditions for the model could therefore be derived from observations of the piezometric
heads observed in these piezometers. The piezometric levels in Table 7-2 were specifically used as the initial
conditions for the simulations discussed in Chapter 9.

Table 7-2 Piezometric heads of the three aquifers as measured on 1995-05-15 in piezometers UO1 and
UO18.

Aquifer

Piezometric Head (m)

UO1-1

1

1403,91

UO1-2

2

1399,70

UO18 - 1

1

1403,72

UO18 - 2

2

1400,42

UO18 - 3

3

1400,07

Since no method was available to measure the piezometric head in the fracture directly, it was assumed
that its piezometric head is the same as that in Aquifer 2. The simulated piezometric heads for the fracture
may thus not be fully representative of the fracture.

7.3.3 Boundary Conditions

The boundary conditions required for the solution of Equation (7.1) can be one of three types:
Dirichlet conditions where one prescribes suitable piezometric heads on the boundary.
Neumann conditions where one prescribes a flux across the boundary.
Mixed conditions where one prescribes a linear combination of Dirichlet and Neumann conditions on
the boundary.

All the hydraulic tests performed thus far at the Campus Test Site had a negligible influence on the water
levels of boreholes UO10, UO21 and UO22. This suggests that Dirichlet boundary conditions can be pre-
scribed on the vertical boundaries of the aquifer, provided that the boundaries include these boreholes.

A more difficult decision was what type of boundary condition to prescribe on the top and bottom sides
of the aquifer, especially to the bottom, since the exact depth of the aquifer is unknown. However, the high
storage capacity of Aquifer 3 seems to limit the flow to the upper layers of the aquifer, as already noted in
Section 7.2.1. Experiments with the cores and the double-packer tests also indicated that the mudstone layers
are very dense at depths > 40 m. This, and the fact that there was no recharge during the time for which the
simulations in Chapter were performed, suggested that homogeneous Neumann boundary conditions be
placed on the top and bottom of the aquifer.

7.3.4 Hydraulic Parameters

The solution of Equation (7.1) requires not only a knowledge of the initial and boundary conditions, but also
of the hydraulic conductivity tensor, K, and the specific storativity, Sn. There are essentially three methods
that can be used to determine these quantities in three dimensions:

(a) cross-borehole packer tests (Hsieh et al., 1983),
(b) in situ measurement of flow velocities (Hess et al., 1991), and
(c) tracer tests (Dverstorp et al., 1992).
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The determination of these parameters had to be restricted to the double-packer tests discussed in Section
6.3.4, since there was no suitable apparatus available to apply the last two methods, and the cross-borehole
packer tests did not behave as expected.

The original analysis of the cross-borehole packer tests showed that the vertical component of hydraulic
conductivity in Aquifer 2 is approximately five times larger than the horizontal components, but failed to
yield meaningful results for Aquifers 1 and 3. Since the horizontal components of the tensor agreed very
much with the horizontal hydraulic conductivities in Table 6-3, the values in the table were used for all three
aquifers, while the vertical component was taken to be five times larger. The same analysis indicated that the
specific storativity of the sandstone layer in Aquifer 2 was approximately 1,0.10"^ rrr1, while that of the
fracture was approximately l,0.10~5m~'. Since no information was available for the specific storativities of
the other two aquifers, the value of 1,0. \0~* m ' was also used for them.

7.4 THE NUMERICAL MODEL

7.4.1 Discretization of the Flow Equation

The first step in any numerical model is to discretize the various equations that appear in the mathematical
model. The present model is based on the Galerkin finite element method, as described by Botha and Pinder
(1983), and Huyakorn and Pinder (1983). This allows one to approximate Equation (7.1) with a set of linear
equations given by

Js()($"+1 -<p"Wdil = -\tjV(K V<p"+lyV^.dil + A/1n(KV<p"+l)$.dS + Atjfi^.dil
n n sn n

where Q, is the domain of the differential equation, n a unit vector normal to the boundary 8O of ft, and

an approximation of tp(x, f) at the point x and time step tn, with N the number of nodes in the finite element
grid, <p(x. tn) the value of <p(x, r) at the node j and time step tn, and 4> (x) a set of suitable basis functions.

The approximation of Equation (7.1) above can be written more compactly in matrix notation as

A<pfl+I = B<p" + A((Q + F) (7.3)

where A and B are two NXN matrices with elements

f (!,./ = 1, .... JV) (7.4)

vwfi

Q and F vectors with elements

q. =
an anj

and <p" the finite element approximation of <p(x, tn). The advantage of this approach is that the model could be
based on the three-dimensional computer code SAT3, developed by Verwey and Botha (1992), without hav-
ing to write a new code from scratch.

7.4.2 Representation of a Borehole

A borehole is conventionally represented in horizontal two-dimensional flow models as a point source
(Huyakorn and Pinder, 1983). However, the method cannot be applied directly to three-dimensional pro-
blems, except to represent the borehole as a series of point sources spread out vertically along the borehole.
Since the method yields a logarithmic singularity at the position of the source (Botha and Bakkes, 1982), the
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method cannot yield an accurate solution for a three-dimensional problem.
Another approach, sometimes used in two-dimensional vertical flow models, is to view a borehole as a

boundary in the aquifer, and then prescribe a Neumann boundary condition along the borehole's surface
(Verwey and Botha, 1992). unfortunately, the method can, only be applied if the following conditions are
satisfied (Huyakorn and Pinder, 1983):

(a) the aquifer is uniform,
(b) the borehole penetrates the aquifer fully,
(c) the discharge rate, Q(x, t), is constant, and
(d) the aquifer is confined.
A method that does not suffer from the limitations above, is the Dirichlet method; first introduced by

Huang (1973), and modified by Huyakorn and Pinder (1983). In this method the borehole is also considered
as a boundary of the aquifer. However, instead of prescribing a Neumann boundary condition, one first
prescribes an arbitrary Dirichlet boundary condition along its surface, and later adjusts it for the correct
discharge rate. Since the borehole now forms a boundary in the aquifer, one can diop the source term and
rewrite Equation (7.3) in the form

(7.6)

where the subscript D denotes a solution of Equation (7.6) obtained with the arbitrary Dirichlet boundary
values. Assume now that there are M(M <N) nodes on the boundary of the borehole. The discharge (+), or
recharge (-) rate, Qu, of the borehole, associated with the prescribed Dirichlet boundary conditions, must
thus satisfy the equation

where qm is the total flux across the side of an element, containing node /, weighted by the basis function <)>.,
as defined in Equation (7.5). Let <pD"+l be the solution of Equation (7.6), and <p' the solution of the homoge-
neous system of equations

A<p' = 0 (7.8)

Suppose now that <p"+1 is the solution of Equation (7.6), had the correct Dirichlet boundary conditions been
used, that is

A<p"+I = B<p" + A/ Q (7.9)

with

the true discharge rate, and that <p"+1 can be expressed as

where X is a constant that has to be determined. To do this, notice that the difference of Equations (7.9) and
(7.6) can be expressed as

If one now sums the equations that belongs to the M Dirichlet nodes along the boundary of the borehole, and
uses Equations (7.7) and (7.10) to express Q[y and Q in terms of qa and qt, one finds that

In other words,

^ i (7,2)

The practical implementation of the method to represent a borehole as a Dirichlet boundary can now be
conveniently summarized in the following steps.

(1) Assume that the piezometric heads on the boundary of the borehole at the time step n+1 can be
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represented by the arbitrarily chosen set of values, <ph, that is

r + I = <?„

(2) Solve Equations (7.6) and (7.8) with this set of piezometric heads for the Dirichlet boundary
conditions aJong the surface of the borehole.

(3) Use this solution and the element coefficients in Equations (7.4) and (7.5) to compute \ in
Equation (7.12).

(4) Substitute this value of X and the solutions for tpo and <p', computed in step 2, in Equation
(7.11), to obtain the solution for the correct discharge rate.

It is interesting to notice that nowhere in the derivation of the Dirichlet method, was it necessary to
specify the geometrical dimensions of the borehole. The possibility thus exists that one can represent the
borehole as a line source. This possibility will be investigated further in Chapter 8.

7.5 DISCUSSION

Three-dimensional groundwater models are not very popular in geohydrological circles. The most obvious
reason for this is that the model requires much more field data and sophisticated computer resources than an
equivalent two-dimensional model. Another reason is that two-dimensional models have been so successful
in modelling groundwater phenomena, that there does not seem to be a need for three-dimensional models.

There are at least two reasons that can be advanced for the latter view. Large-scale observations are
mainly restricted to economically important well-fields. The boreholes in these fields are usually approxi-
mately of the same depth, with the result that the pumping tends to create large horizontal piezometric
gradients that mask the influence of the smaller vertical gradients completely. Since groundwater moves
very slowly, it may take years before the influence of smaller three-dimensional interactions become notice-
able in field observations. One could thus model such an aquifer quite successfully with a two-dimensional
horizontal flow model for a long time, without detecting differences between the observed and simulated
results. Moreover, there exists a tendency to attribute such differences to variations in the hydraulic para-
meters and incorporate them by simply re-calibrating the model. Such a phenomenological model is able to
systemize information on an aquifer, but it cannot describe the physical behaviour of the aquifer. The possi-
bility thus exists that one can completely destroy an aquifer, if a phenomenological model is used to manage
or predict the future behaviour of the aquifer.

The second reason for the popularity of two-dimensional models is that very little attention is usually
paid to three-dimensional factors, such as the geometry and structure of the aquifer, in groundwater investi-
gations. There is therefore no motivation to pay attention to the influence these factors may have on the
behaviour of aquifers. This influence may be negligible in the short term, but it can have devastating effects
in the future; the Love Canal disaster (Princeton University Water Resources Program, 1984) is a typical
example. It is thus important that these factors should be taken into account whenever their influence be-
comes noticeable. Judging from the discussion in Chapters 5 and 6, the geometry and structure of Karoo
aquifers play an important role in their behaviour. This suggests that it will simply be a waste of time and
money to apply two-dimensional horizontal models in investigations of these aquifers. It will thus be inter-
esting to see if the three-dimensional mode! introduced above, can describe the behaviour of the Karoo
aquifers better than a conventional two-dimensional model.

One can, of course, argue that the use of three-dimensional models simply cannot be justified economi-
cally, and that whatever other methods are available must be used in the investigations. There are two difficulties
with this argument. The first is that its main proponents are often people who have their own preconceived
ideas of how an aquifer should behave, and are therefore not interested in information that may prove them
wrong. The second difficulty is that the argument depends very much on what is meant with the term 'eco-
nomically justifiable'. Does it mean that the aquifers are of no economic value, or does it mean that there is
a reluctance to spend more money on investigations of the aquifers? Nobody will argue that money must be
spent on aquifers that are not economically viable in the long term. However, the consequences may be
disastrous if the second alternative is true. For example, it may mean that considerably larger sums of money
have to be spent in the future to correct previous mistakes, or that future generations will have very little
groundwater resources at their disposal. Nature behaves in its own subtle ways, and not as prescribed by
man. The statement: 'Don't have a preconceived idea of what the result should be' by John Sumpter, as
quoted by Kaiser (1996), is as applicable to the behaviour of aquifers as to endocrine disrupters.



CHAPTER 8

IMPLEMENTATION OF THE NUMERICAL MODEL

8.1 INTRODUCTION

The implementation of a numerical model generally proceeds in three steps. The first is to look at the ap-
proximating equations and implement them efficiently in a computer program. The second is to decide
which pre- and post-processors are necessary to ease the burden associated with the generation of the input
data required by the program, and to interpret the results. The third step is to make sure that there are not any
numerical, logical, or heuristic errors in the computer program.

The approximating equations used in the present program, are essentially the same as those used by
Verwey and Botha (1992), and have already been discussed in Chapter 7. The discussion in Section 8.2 is
thus mainly concerned with the representation of a borehole through Dirichlet boundary conditions, and
discontinuities in the hydraulic parameters.

The pre- and post-processors used for the model, have been developed over the years at the Institute for
Groundwater Studies. The additional processors and mesh generator needed for the model, are briefly dis-
cussed in Section 8.3. More detailed descriptions and user guides for the processors and mesh generator, are
available from the Institute for Groundwater Studies.

The major effort in writing a new computer program, or revising an existing one, is to ensure that the
program is, as far as possible, without errors. The convergence properties of the model, in both space and
time, are therefore discussed in Section 8.4. Particular attention is paid to the situation where the borehole is
represented as a line source in the Dirichlet approximation.

A multi-porous medium is essentially a domain with discontinuous hydraulic parameters. The math-
ematical correct way to account for discontinuities, is to prescribe suitable internal boundary conditions
across the discontinuities. However, this approach complicates the programming considerably. A heuristic
approach that avoids the prescribing of internal boundaries was therefore used in the program. The applica-
bility of the approach is studied by applying it to a hypothetical fractured aquifer in Section 8.5.

8.2 PROGRAM KARO

8.2.1 General

As mentioned in Chapter 7, the numerical model for the Campus Aquifer was based on the Program SAT3,
written by Verwey and Botha (1992), to simulate three-dimensional flow of groundwater in a saturated
porous medium. Unfortunately, this program only allows one to specify a borehole through Neumann boundary
conditions. Parts of the program therefore had to be rewritten, to account for the representation of the bore-
hole through Dirichlet boundary conditions, as discussed in Chapter 7. The main changes were briefly the
following:

(a) Make provision for the solution, <p', of Equation (7.8). This also meant that additional computer
memory space had to be reserved for the coefficient matrix A, and not to overwrite it during the
solution of Equation (7.6), as is done in Program SAT3.

(b) Provide computer memory space for those elements in A, that correspond with the Dirichlet nodes
on the surface of the borehole needed in the computation of A in Equation (7.12).

(c) The addition of a new subroutine for the computation of A and the final solution, given by Equation
(7.11).

Provision was also made for Program KARO to compute the arbitrary Dirichlet boundary conditions along
the borehole boundary automatically. This was achieved by replacing the piezometric head of the previous
time step along the boundary, <pfc", with

- 1 0 3 -
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where Q is the prescribed discharge rate and A/n+] the («+l)-th time step. Since this modified version of
Program SAT3 was developed specifically for the modelling of Karoo aquifers; the program will in the future
be referred to as Program KARO.

$.2.2 Discontinuous Hydraulic Parameters

A multi-porous medium is essentially a domain with discontinuous hydraulic parameters. The mathematical
correct way to account for discontinuities is to let them coincide with finite element boundaries, and then
prescribe suitable internal boundary conditions across the boundaries (Bear, 1972). However, there is an-
other, and computational more attractive, approach if differential equations with discontinuous coefficients
are solved with the Galerkin finite element method based on quadrilateral or hexahedral elements.

The integrals in the approximating equations of the Galerkin finite element method, such as Equation
(7.2), are conventionally computed with a Gaussian quadrature rule, which only uses nodal values of the
parameters (Botha and Pinder, 1983). In quadrilateral or hexahedral elements, the quadrature points all lie
within the element (Stroud and Secrest, 1966). The method will thus not recognize a discontinuity that lies
on the common boundary of two adjacent elements. All that the method can do in such cases is to 'smear' the
discontinuity across the element boundaries. However, the 'smeared region' can be controlled by adjusting
the element sizes. The prescription of internal boundary conditions can thus be avoided in problems with
discontinuous parameters, by ensuring that the discontinuity ties along element boundaries, as illustrated in
Figure 8-1.

Domain 1 '12

Domain 2

'12

Discontinuity

'16

• Finite Element Nodes a Gaussian Quadrature Points
Ujj Prescribed nodal parameter values

Figure 8-1 Approximation of discontinuities in the Galerkin finite element method, with quadrilateral
elements.

The approximation in Figure 8-1 is particularly advantageous in those cases where the discontinuities
are not sharp; a situation that arises frequently in models of groundwater flow phenomena. The approxima-
tion was consequently already implemented in Program SA13, although not explicitly mentioned in Verwey
and Botha (1992), and thus also in Program KARO.

8.3 PRE-AND POST-PROCESSORS

The generation of a finite element grid, especially when done manually, is perhaps the most time-consuming
and frustrating task to perform in three-dimensional models. Verwey and Botha (1992) try to ease this task
by using the grid generator QBIK—a modified version of the Program KUBIK (Pissanetzky, 1984) to generate
their finite element grids. However, Program QBIK only allows one to modify elements on a horizontal plane. A
new program, MESHPRO, was therefore developed for the generation of three-dimensional finite element grids.
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The program first divides a given domain {I into a number of blocks which may correspond with various
properties of the domain. For example, the Mocks can be chosen to coincide with the different porous do-
mains in the case of the Campus Aquifer. The program then divides the blocks into a prescribed number of
elements, numbers them and their nodal points, computes the co-ordinates of each node, and creates the
necessary data files for the programs KARO or SAT3. MESHPRO will also accept data from program KARO, or
program SAT3, and construct data files, ready for input to the graphic packages, TRICON (Buys, 1992) and
V1S-5D (Hibbard and Saintek, 1994), used in interpreting the results.

8.4 COMPARISON OF PROGRAM KARO WITH ANALYTICAL MODELS

8.4.1 General

Although Program SAT3 has been checked extensively for numerical and approximation errors by Verwey
and Botha (1992), the changes made in Program KARO influenced quite a number of the critical calculations.
It was thus necessary to check the program again for numerical and approximation errors, especially the
representation of a borehole by Dirichlet boundaries.

A method universally used to check for errors in a computer program for the approximate solution of a
differential equation, is to compare its output with a known analytical solution of the differential equation.
Unfortunately, there do not exist many analytical solutions for the groundwater flow equation, Equation
(7.1). The radial symmetric Dirichlet problem of Muskat (1937) for a confined aquifer, used by Verwey and
Botha (1992) in their tests of Program SAT3, was thus also used here. This solution applies to a uniform
aquifer with radius R, thickness d, hydraulic conductivity K and specific storativity So. The borehole is
situated at the centre of the aquifer, and discharges at a rate Q, subject to the initial and boundary conditions

<p<r,O) =<p0

=<P0

The drawdown in such an aquifer is given by the equation

Q
TTKd

J0(ar)exp(-crK?)
(8.1)

where, J(|(z) and J,(z) are the zeroth and first order Bessel functions of the first kind, respectively, with
the zeros of the equation

J0(a./?) = 0 C/ = l, ..., « )

As mentioned in Chapter 7, the possibility exists that one can represent a borehole either as a surface
source or a line source in the Dirichlef approximation. To distinguish between the two approximations, the
former will, in future, be referred to as the Dirichlet surface source and the latter as the Dirichlet line source
approximation. Since the representation of a borehole in Program SAT3 with Neumann boundary conditions
also involves the surface of the borehole; this representation will be referred to as the Neumann surface
source approximation.

Three approaches were used in the numerical experiments, performed to check program KARO for ap-
proximation and logical errors.

(a) Comparing the analytical solution in Equation (8.1) with the surface source approximations of
Programs SAT3 and KARO.

(b) Comparing the analytical solution in Equation (8.1) with the Dirichlet line source approximation of
Program KARO.

(c) A study of the convergence properties of Program KARO for both the Dirichlet surface and line
source approximations, in space and time.

8.4.2 The Dirichlet Surface Source Approximation

The main purpose of the first set of numerical experiments was simply to compare the Muskat solution in
Equation (8.1) with the Neumann and Dirichlet surface source approximations of the programs SAT3 and
KARO. Since the Muskat solution applies only to a uniform and radial symmetric aquifer, the finite element
grid used in the study was limited to the quarter cylinder, shown in Figure 8-2. The grid consisted of two
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Dirichlet Boundary

Figure 8-2 Schematic diagram of the hypothetical aquifer used in the study of the finite boundary problem.

elements, each with a height of 32 m in the vertical plane, and 12 wedges with constant angles, 8 = 7,5°, in
the horizontal plane. The wedges were divided into 512 curved elements, by subdividing each interval in
Table 8-1, into 64 equally spaced subintervals.

Table 8-1 Radial intervals used to generate the finite element grid in the horizontal plane.

Distance (m) 0,1 25 57 121 249 505 1017

The hydraulic parameters of the aquifer and discharge rate used in the study are given in Table 8-2. Since
the flow is radial, and Equation (8.1) applies to a confined aquifer, zero-flux Neumann boundary conditions
were prescribed along the two straight vertical sides, on the top and bottom of the aquifer. A piezometric head of
<po = 96 m was prescribed for the initial and Dirichlet condition on the outside boundary. The boundary fluxes
needed for the case where the borehole was considered as a Neumann boundary, were computed from the
value of Q in Table 8-2, and Equation (7.6).

Table 8-2 Hydraulic parameters of the aquifer used in the study of the Dirichlet surface and line source
approximations.

Kx(msrl)

1.0-10-"5

i f /ms- 1 )

1,0-10"05

K :{ms-')

1,0-lO"05

Sodnr1)

1,0-1 Or05

e(m-V)

1,0-10-"3

The main interest in this exercise was to compare the Neumann and Dirichlet approximations of a
borehole and the Muskat solution. The computations were therefore limited to a total time of 2 h, but with
three different time steps of 2, 1 and 0,5 h. The solutions are compared graphically in Figure 8—3.

A first impression of the results, in Figure 8—3, for both the Neumann and Dirichlet surface source
approximations, is that they are not very accurate, particularly near the borehole. However, this could have
been expected, since these approximations represent the borehole as a finite surface source, while the Muskat
solution considers it to be a point source.

An interesting feature in Figure 8-3 is that the Dirichlet approximation for the larger time step is quite
close to the Muskat solution, but then converges away from it, while the Neumann approximation converges
towards it as the time step decreases. It is difficult to explain this behaviour mathematically. One possibility
is that it may be associated with the way in which the domain has been discretized. A second set of numerical
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96 i-

Muskat Solution

Dirichlet (Time step = 2,0 h)

Dirichlet (Time step = 0,5 h)

Neumann (Time step = 2,0 h)

Neumann (Time step = 0,5 h)
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Radial Distance (m)
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Figure 8-3 Comparison of the Muskat solution with the Neumann and Dirichlet surface source approxi-
mations as a function of the distance (r), at the time steps 0,5 and 2 h.

experiments was therefore performed with the same hydraulic parameters, but a different grid. This grid
contained the same number of wedges as the previous one in the horizontal plane, but the number of ele-
ments in each wedge was restricted to 8, with nodes given by the radial distances in Table 8-1. The two
elements in the z-direction were also reduced to just one. The reason for choosing this grid was that the
available computer resources prevented a further refinement of the original grid.

Four series of computations were performed with the new grid. The first one was performed on the basic
grid described above, but in the next three computations the elements were halved, thus doubling the number
of elements each time. All computations were again performed for 2 h, but only with a time step of 0,5 h.

A comparison of the solutions from the new grid in Figure 8^4 with those in Figure 8-3, shows that the
change in the grid had a considerable influence on both the Neumann and Dirichlet solutions. Not only are
the Neuman approximations almost indistinguishable from one another, but also closer to the Muskat solu-
tion than the Dirichlet approximations. The Dirichlet approximations, on the other hand, now also converge
towards the Muskat solution, and quite rapidly. This behaviour suggests that the convergence of the Dirichlet
method depends strongly on the maximum element size, while the convergence of the Neuman method
depends on the number of elements in the vertical direction. The reason for this can briefly be explained as
follows: Notice that in the Neumann method one must integrate numerically over all vertical elements along
the borehole boundary. The boundary surface of the borehole will remain the same for all grids, but the
number of elements increases as the grid is refined. There could thus be an accumulation of approximation
errors, as the sizes of the elements decrease. The Dirichlet method, on the other hand, uses piezometric
heads, and these depend only on the element sizes (Botha and Pinder, 1983). The decrease in element sizes,
therefore, had a considerably larger impact on the Dirichlet values than on the Neumann values. This conjec-
ture was confirmed by further numerical experiments. The Dirichlet approximation, therefore, has a definite
advantage over the Neumann approximation.

8.4.3 The Dirichlet Line Source Approximation

As mentioned in Chapter 7, there is a possibility that a borehole can be represented by a line source in the
Dirichlet method. It is very difficult to generate a complete quadrilateral, or hexahedral, finite element grid
for a line source with the previous radial grid. One quadrant of a new rectangular hypothetical aquifer, shown
in Figure 8-5, was therefore used to investigate this possibility. The hydraulic parameters in Table 8-1 were
also used with this aquifer.

The initial grid had 7 elements in the x- and ^-directions, with nodes at distances of 0, 8, 24, 56, 120,
248,504 and 1 016 m, and two elements in the z-direction. Four other grids, for which the elements in theje-
and y- direction were halved each time, were also used in the computations. These grids will be referred to'as
Grids 1 to 5. A piezometric level of <p() = 96 m was prescribed for the initial condition and the Dirichlet
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Figure 8-4 Comparison of the Muskat solution with the Neumann and Dirichlet surface source approxi-
mations, for different finite element sizes.

Figure 8-5 Schematic representation of the hypothetical aquifer used to study the behaviour of the Dirichlet
method, when the borehole is represented as a line source.

boundaries for every one of the computations. Three of the approximations are compared graphically with
the Muskat solution in Figure 8—6.

A first glance at the solutions in Figure 8-6 suggests that the line source approximation converges very
rapidly, as the element sizes are reduced. However, the oscillation in the solution for Grid 1 suggests that the
approximation becomes unstable if the grid is too coarse. It may thus be necessary to perform a grid conver-
gence test before the approximation is applied in practice.
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Figure 8-6 Comparison of the Muskat and line source approximation of a borehole for the different finite
element grids.

Another interesting result in Figure 8-6 is the good agreement between the Muskat and line source
solution at large distances, even though the Muskat solution is not strictly valid for this aquifer. The reason
for this is that the boundary of the aquifer was chosen far enough for the discharge rate not to have influenced
the piezometric levels near the boundary. Notice though that the line source approximation converges away
from the Muskat solution at the smaller distances. However, this just illustrates the logarithmic singularity in
the Muskat solution at the borehole.

8.4.4 Convergence of the Dirichlet Surface Source Approximation in Time

The first convergence test performed in time was for the Dirichlet surface source approximation. The same
hypothetical aquifer and finite element grid, used in Section 8.4.2 to compare the Dirichlet surface source
approximation and the Muskat solution, were used in these tests. The convergence rate of the approximation
was again determined for a period of 2 h, with time steps of 1, 5, 15, 30, 60 and 120 min.

As shown in Figure 8-3, the Dirichlet surface source approximation converges away from the Muskat
solution. This behaviour again illustrates the logarithmic singularity in the Muskat solution at the borehole.
The approximation for the time step of 1 min was therefore used in computing the errors in Figure 8-7.

The convergence rates of the various approximations in Figure 8-7 are in excellent agreement with the
linear theoretical rate, O(At), for the backward finite difference used to approximate the time derivative in
Program KARO. The decrease in slope with increasing radial distances, r, can be ascribed to the smaller
changes in ip(x, t) at large values of r, a phenomenon also present in Figures 8—3 and 8^4.

8.4.5 Convergence of the Dirichlet Line Source Approximation in Time

The square hypothetical aquifer discussed in Section 8.4.3 was again used for this study, except that the
number of elements in both the x- and v- directions was fixed at 112. The approximation of the piezometric
head for the smallest time step, 1 min, was here also used for comparison purposes. As shown in Figure 8-8,
the convergence is again excellent and linear.

8.4.6 Convergence of the Dirichlet Surface Source Approximation in Space

The quarter circle hypothetical aquifer of Section 8.4.2, with only one layer in the z- direction, and the finite
element grid of Figure 8-9, was used to study the spatial convergence of the Dirichlet surface source ap-
proximation. The first set of tests was done by varying the angle, 6, of the angular wedges in the sequence
45°, 30°, 15° and 7,5°, while keeping the radial distances as in Table 8-1.

The approximations of the piezometric heads for the 4 grids were computed for one time step of 0,5 h. The
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Figure 8-7 Convergence of the Dirichlet surface source approximation as a function of the time step, at
different distances (r) from the borehole.
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Figure 8-8 Convergence of the Dirichlet line source approximation, as a function of the time step at
different distances (r) from the borehole.

errors in the approximations were computed from the approximation obtained with the grid in Figure 8-9,
divided into 12 horizontal wedges (6 = 7,5°), and 512 curved elements. The same computations were also carried
out for 0,5 h, but with a time step of 1 min. The errors in the approximations are displayed graphically in
Figure 8-10 as a function of the maximum element size—defined as the length of the longest diagonal in the
specific grid.

Although the numerical errors in Figure 8-10 display an O(h2) behaviour, as they should theoretically
do for the tri-linear basis functions used in Program KARO, they are rather insensitive to large elements. This
behaviour can probably be ascribed to the fact that the largest elements are situated on the outer boundary of
the aquifer (see Figure 8-9), where the piezometric head varies slowly. One must also keep in mind that the
main purpose of the Dirichlet approximation is to simulate the behaviour of the water level in the borehole.
Care should therefore be exercised not to use too large elements in the finite element grid with the Dirichlet
surface source approximation, particularly near the borehole.

In the second set of spatial convergence tests, the angles of the wedges were fixed at 9 = 7,5°, and the
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Figure 8—9 Plan (a) an'd side (b) views of the initial finite element grid used to study the convergence
properties of the Dirichlet surface source approximation.
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Figure 8-10 Errors in the Dirichlet surface source approximation as a function of the maximum angular
element size, at different distances (r) from the borehole.

elements in the radiaJ direction were halved for the next grid. The first six of these approximations were
computed for a time of 0,5 h, with one time step. However, the seventh one, which served as reference for the
errors in Figure 8-11, was computed with 30 time steps of 1 min each.

The numerical errors in Figure 8-11 again display the same O(h2) behaviour as in the angular conver-
gence tests, except that the approximation for the first, and coarsest, grid now seems to be as accurate as the
approximation of the reference grid. The first impulse was that the program contains a programming error.
The true piezometric head, <p(r, 0. and its homogeneous counterpart, <p'{r, t), defined by Equations (7.11) and
(7.8) respectively, were therefore checked for possible numerical errors. However, as shown in Figure 8—12,
there is nothing extraordinary in the behaviour of the approximations, except that <p'(? i) crosses <p(s t) as the time
step decreased. The homogeneous Equation (7.8) is thus more sensitive for the time step than Equation (7.11).

The computations were also repeated with the Neumann surface source approximation, but its conver-
gence was normal. The behaviour thus seems to be a further confirmation of the earlier observation that the
Dirichlet surface approximation is insensitive to large finite elements.

8.4.7 Convergence of the Dirichlet Line Source Approximation in Space

The purpose of the final convergence test was to investigate the spatial convergence rate of the Dirichlet line
source approximation. Five finite element grids were used for the hypothetical aquifer in Figure 8-5 in this
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Figure 8-12 Behaviour of the true and associated homogeneous piezometric head of the Dirichlet surface
source approximation as a function of the time step (Dt).

study, starting with the one described in Section 8.4.3. Every element was then halved successively for the
following four grids. All approximations were computed for a time step of 0,5 h. The approximation for the
final grid, computed with a time step of 1 min, was used to compute the errors in Figure 8-13.

It follows from Figure 8-13 that the errors for the Dirichlet line source approximation behave more like
the theoretical O(/i2) estimate than that of the Dirichlet surface source approximation. The only exception is
the solution at the borehole, r = 0 (m), which tends to increase quite rapidly with the element size.

An interesting feature of the errors for values of r > 8 m is that they achieve their minimum values
between the maximum and minimum element sizes, and not at the minimum element size as one would
expect. This behaviour of the approximation error has been observed previously in three-dimensional
groundwater models by Verwey and Botha (1992) and in two-dimensional models by Lynch (1982). Numeri-
cal experiments by Verwey and Botha (1992) have shown that the behaviour is caused by using a too coarse
finite element grid near discontinuous initial and boundary conditions. This causes large approximation
errors near the discontinuities, especially if the time step is also relatively large.
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Figure 8-13 Convergence of the Dirichlet line source approximation as a function of the maximum ele-
ment size, at different distances (r) from the borehole.

8.4.8 Discussion

The tests described above show that there are not any serious numerical or logical errors in Program KARO.

The program can thus be used with confidence in modelling Karoo aquifers.
One rather disturbing result of the tests is the insensitivity of the Dirichlet surface source approximation

to changes in the finite element sizes. There are two reasons for this concern. The first is that one cannot trust
convergence studies to yield a suitable finite element grid, as is conventionally done in numerical analysis.
The second is that one cannot use too large elements, even far from a borehole, with this approximation—a
practice that is quite common in modelling groundwater resources. A comparison of Figure 8-11 and Figure
8-13, however, shows that the Dirichlet line source approximation does not show this insensitivity. Prefer-
ence should thus be given to the Dirichlet line source approximation, when modelling three-dimensional
groundwater flow. The only difficulty with the approximation is that it may be subject to the accumulation of
errors. However, this behaviour can usually be detected easily in convergence studies, as shown by the
results in Figure 8-13.

8.5 NUMERICAL MODEL FOR A SIMPLIFIED KAROO AQUIFER

8.5.1 Description of the Aquifer

The aim of the final numerical experiments was twofold: to see if the method of approximating discontinu-
ous hydraulic parameters in Program KARO could handle the fractures in Karoo aquifers, and to obtain a
sense for the behaviour of the program. A small hypothetical aquifer, ] 28 X128X10 nr\ was used for this
purpose. A single fracture, with dimensions 32X32X0,01 m3, was placed at the centre of the aquifer. The
reason for this was to try and keep the model simple, but as close as possible to the aquifer on the Campus
Test Site. It was also assumed that the aquifer is symmetrical, so that the numerical model could be restricted
to the upper right-hand quarter of the aquifer, shown in Figure 8-14.

The element sizes of the finite element grid were fixed at 4X4 m2 in the horizontal plane, but varied
logarithmically in the vertical, as shown in Figure 8-15 and Table 8-3. The thinnest element was placed
directly over the fracture. This was done so that the effects of the fracture could be identified easily, and to
minimize numerical errors near the fracture, where the hydraulic parameters are discontinuous.

The field work discussed in Chapter 6 has shown that the rock matrix of Karoo aquifers can store large
volumes of water, but will not release the water easily. Fractures, on the other hand, have a low storativity,
but can transmit water readily. The hydraulic conductivity and specific storativity values, given in Table 8 ^ ,
were therefore used in the model.

A piezometric head of 20 m was prescribed as the initial condition, and as Dirichlet boundary conditions
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Figure 8-14 Sketch of the upper right-hand quarter of the hypothetical aquifer used to study the behaviour
of a fracture in a Karoo aquifer.

Figure 8-15 The three-dimensional finite element grid used to study the behaviour of the hypothetical
aquifer, in Figure 8-14.

Table 8-3 Distances of the nodes (from the bottom up), in the vertical plane of the finite element grid in
Figure 8—15.

Distance (m) I 0,0 4.5 4,95 4,995 5,005 5,05 5,5 10,0
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Figure 8-17 Volumetric visualization of the 19,8 m piezometric contour in the aquifer when pumping boreholes 1, 3 and 4 simultaneously, after (a) 8 h and (b) 72 h.
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Table 8-4 Hydraulic conductivity and specific storativity values of the rock matrix and fracture, used in
the numerical model.

Rock matrix

Fracture

Hydraulic Conductivity (ms"1)
Horizontal Direction

1,157 410-10-"

1,157 41010"4

Vertical Direction

2.314.810-10-2

2,314 810-10*0

Storativity (nr1)

1,0-Kr4

1,0-10-5

on the two outer sides of the aquifer, while zero-flux Neumann conditions were prescribed on the inner sides,
the top and the bottom of the aquifer. It was also assumed that the aquifer contains 13 symmetrically placed
boreholes, four of which are shown in Figure 8-14 and Figure 8-15. The maximum discharge rate of the
boreholes had to be fixed at (25/e) m3 rr1 to prevent unrealistic drawdowns in the aquifer. All models consid-
ered in the study were run for a period of 72 h, with a time step of 9 h.

8.5.2 Results and Discussion

The first case considered was, where only Borehole 1, at the centre of the aquifer, is pumped. The results, irj
Figure 8-16(a), show that there is a smooth transition in the piezometric head from the fracture to the matrix,
and that the piezometric head in the fracture is considerably less than in the matrix. Moreover, the differ-
ences increase continuously and smoothly with time, in complete agreement with the observations on the
Campus Test Site, in Figure 6-13. There can thus be little doubt that Program KARO is able to simulate one
of the main properties of Karoo aquifers, and that the approximation used for discontinuous coefficients is
excellent for practical purposes.

An interesting feature of the piezometric heads, in Figure 8-16, is that the major drawdowns occur
along the fracture's plane. It is only when the fracture is sufficiently dewatered that flow from the matrix
becomes important, as envisaged in Section 6.4.1. One cannot, therefore, neglect vertical flow in aquifers
that contain a horizontal fracture.

A better view of what happens in the plane of the fracture can be obtained from Figure 8-17. This figure,
drawn with Vis-5D, represents a volumetric visualization of the 19,8 m piezometric head contour, when
boreholes 1, 3 and 4 are pumped simultaneously. Notice in particular that even Borehole 4, which is situated
in the rock matrix itself, withdraws water from the fracture plane.

Another conclusion, supported by the results in Figure 8-17, is that flow in the fracture is essentially
radial. However, the main flow occurs in the rock matrix and is vertical. This behaviour clearly supports the
view that the matrix acts as the major storage unit in porous media with horizontal fractures, and that the
fractures serve as conduits for water towards boreholes.



CHAPTER 9

MODELLING THE CAMPUS TEST SITE

9.1 INTRODUCTION

The success achieved with the simulation of the hypothetical aquifer with Program Karo in Chapter 8, made
it easy to develop a three-dimensional numerical model for the Campus Test Site. Although the model can be
used for a long-term simulation of the aquifer, the main purpose for its development was to try to simulate
the results of the hydraulic tests described in Chapter 6, and to understand the behaviour of the aquifers on
the Site.

The discussion below begins with a description of the methods used to calibrate and verify the model in
Section 9.2. This is followed by a discussion of its application and the analyses of the hydraulic tests in
Section 9.3. The major conclusions, derived from the simulations, are discussed in Section 9.4.

9.2 CALIBRATION AND VERIFICATION OF THE MODEL

9.2.1 The Finite Element Grid

The exact areal extent of the aquifers on the Campus Test Site are unknown, though it is known that the water
levels in boreholes UO10 and UO21 do not respond to pumping from either boreholes UP15 andUP16. The
first model of the aquifer was therefore basedontheareaofl44Xl92m2 ,coveredbythe boreholes in Figure
5-15. However, the results indicated that this area is too small. The areal extent of the aquifer in the final
model was therefore increased to 344X392 m2, by adding 100 m in each direction of the original area. The
thickness of the aquifer was taken as 40 m, as discussed in Chapter 7.

The finite element grid, used for the model of the aquifer, is shown in Figure 9-1. The grid consisted of
33, 30 and 14 elements in the x-, y- and z-directions respectively. The elements in the xy-plane vary from
very small near boreholes, to relatively large at the boundaries. The reason for this choice was to reduce the
numerical errors in the Dirichlet line source approximation, especially near the perturbed boreholes.

The most prominent feature of the aquifer is the Mode I fracture at a depth of 21-23 m. Special care was
therefore taken to represent the fracture accurately in the finite element grid. A set of two pencil elements,
with vertical heights of 0,05 m, that follow the elevation of the fracture closely, was used to represent this
feature. The sizes of the surrounding elements varied logarithmically in the vertical direction, as shown in
Figure 9-1.

9.2.2 Calibration of the Model

The first step in the development of a numerical model for an aquifer is to calibrate the model. The main idea
behind this procedure is to obtain better estimates for the hydraulic parameters, boundary and initial condi-
tions of the specific aquifer, quantities that are usually only measured at a few points, and in many cases not
at all. They must therefore be estimated by one method or another (Van Sandwyk et al, 1992; Van Tonder et
at., 1986). These estimated values need, of course, not be representative of the aquifer. They are conse-
quently substituted into the model and adjusted until the model reproduced a set of historic piezometric
heads within an acceptable error.

Numerical solutions of the flow equation, obtained with the adjusted piezometric levels as initial condi-
tions, usually display spikes, especially for the first few time steps. One method to avoid the spikes is to run
a steady state version of the mode! with a set of observed piezometric heads as Dirichlet conditions, and use
these new piezometric heads as the initial conditions for the model (Miiller and Botha, 1986).

The correct approach in carrying out the calibration of a model is to adjust the estimated quantities
across the finite element grid, until the model reproduces the given set of piezometric levels within an ac-
ceptable error. However, this can be a daunting task in a three-dimensional model for Karoo aquifers with
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Figure 9-1 Finite element grid used in modelling the aquifer on the Campus Test Site.
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their complex geometries. The following method was consequently used to calibrate the present model.
Values of the hydraulic conductivity tensor and specific storativities were computed for each of the horizon-
tal layers in Figure 9-1, as described in Section 7.3.4, and assigned to the nodes of the finite element grid.
The observed piezometric heads in Table 7-2 and water levels in all the boreholes were then used to estimate
piezometric levels for the layers. Zero fluxes on the top and bottom sides of the aquifer and the estimated
heads on the four vertical sides of the aquifer were then prescribed as Neumann and Dirichlet boundary
conditions for a steady state model of the site. The Dirichlet heads and hydraulic conductivities were then
adjusted until the computed piezometric heads fitted the observed piezometric heads in Table 7-2 satisfacto-
rily. This yielded the set of hydraulic parameters in Table 9-1, which were consequently used in the model.

Table 9-1 Principal components of the hydraulic conductivity tensor and storativities used in modelling
the Campus Aquifer.

Depth Below
Soil Surface (m)

0,00
5,00
10,00
15,00
17,00
20,00
20,75
20,95
21,00
21,05
21,25
22,00
25,00
32,50
40,00

Fracture

Hydraulic Conductivity (m s"1)
Kx

1,034 650.10-*
1,034 650.10-*
4,990 425. IO-»
7,191 166.1O-08

3,609 766.10^7

3,280 400.10-*>
3,428 2OO.1O-05

3,428 200.1O*1

3,428 200.10-*
3,428 200.10^
3,428 200.10-™
3,747 300.10"<17

5,638 300.10-*17

6,521 375.1O-08

7,172 000.10-"''
9,000 000. IO-03

1,034 650.10-06

1,034 650. lO^6

1,034 650.10-^6

5,234 120.10^8

1,987 876.1CK"
1,208 450.10*
1,234 243. lO^05

1,234 243.10^
1,234 243.1O-04

1,234 243.10^
1,234 243.10-05

1,987 600.10-07

2,677 7'60 JO"07

3,566 660.10-«8

5,223 330.10-™
9,000 000.10-°3

1,000 000.10'>8

1,000 000.10-w
1,000 000.10-"1

1,947 600.10 l]

1,117 000.10 "
1,117 000.10-'°
4,638 300. 10-M
4,638 300.1O*
4,638 300.10-«
4,638 300.10-°»
4,638 300.10419

9,638 300.10-10

9,638 300.10 -">
9,830 000.10-'°
9,830 000.10-[0

9,000 000.10^

Storativity
(nr1)

1,0.1a*1

1,0.10*
1,0.1a*1

,0.1a*1

,0.1a*1

1,0.1a*1

1,0.10-*
1,0.10-*

1

i,o.io-«
,0.1a*4

,0.1a*1

,o.i a*>
AlO-"4

,0.1a-*1

,0.1a*1

,0.1a-05

An attempt was made to adjust the specific storativity values with the hydraulic conductivity values
during the calibration of the model. However, it turned out that the model was very sensitive to changes in
the specific storativity. This behaviour of the model, and the fact that the parameters in Table 9-1 yielded an
excellent fit to the observed piezometric heads in Table 7-2, suggested that the specific storativities be kept
at their prescribed values.

9.2.3 Verification of the Model

The first step taken to verify the model was to try to simulate the piezometric levels observed in Piezometer
UO J 8 by band during the constant rate test performed on 1995-06-0i with UP 15 as the perturbed borehole,
discussed in Section 6.3.5. The calibrated piezometric heads were used as initial conditions and to prescribe
Dirichlet boundary conditions on the four vertical sides, while zero-flux Neumann boundary conditions
were prescribed on the top and bottom of the aquifer. The results, shown in Figure 9-2, are quite satisfactory,
except for Aquifer 1. However, this could have been expected, as this phreatic aquifer is represented by a
confined aquifer in the model.

Since the boundaries of the aquifer are not known, it was necessary to try to determine to what extent the
choice of boundary conditions can influence the piezometric heads simulated with the model. The hydraulic
test performed on 1995-05-15 with UP16 as the perturbed borehole, also discussed in Section 6.3.5, was
used for this purpose. The calibrated piezometric heads were again prescribed as initial and Dirichlet bound-
ary conditions on the four vertical sides of the aquifer, with zero-flux Neumann boundary conditions on the
top and bottom sides in the first test. The simulated and observed piezometric heads for piezometers UO1
and UO18 are compared graphically in Figure 9-3. The fit between the two sets of heads is quite acceptable,
except for the piezometric head of Aquifer 2 in Piezometer UO18.

There are essentially two mechanisms that can cause the differences between the observed and simu-
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Figure 9-2 Comparison of the observed and simulated piezometric heads in Piezometer UO18, for the
constant rate test performed on 1995-06-01 with UP 15 as the perturbed borehole.

lated piezometric heads in Figure 9-3.
(a) The Dirichlet boundary conditions on the four vertical sides of the aquifer allow too much water to

flow into the aquifer.
(b)The hydraulic parameters of the model do not represent the actual hydraulic parameters accurately,

especially near Piezometer UO18.
The first mechanism is ruled out by two observations. The first is the excellent fit between the observed

and simulated heads for Aquifer 3 in Piezometer UO18 and the good fits for Aquifer 1, in both piezometers
UO1 and UO18. The second is that the observed and simulated piezometric heads of Aquifer 2 in Piezometer
UO18 do not diverge as one would expect if the model feeds too much water into the aquifer. Nevertheless,
it was still thought worthwhile to repeat the simulation with zero-flux Neumann boundary conditions on the
four vertical sides of the aquifer. This change in boundary conditions did improve the fit of the observed and
simulated piezometric heads for Aquifer 1, while still keeping the excellent fit in Aquifer 3, as shown in
Figure 9^1-. This result suggests that Neumann boundary conditions would be more appropriate for the
model. However, the convergence of the observed and simulated piezometric heads for Aquifer 2 shows that
the model feeds too little water into Aquifer 2. Moreover, the improvement in the fit of the piezometric heads
of Aquifer 1 is suspect, since one would not expect the model to represent this phreatic aquifer accurately.
Inaccuracies in the hydraulic parameters, particularly the specific storativity, thus seem to be the main rea-
son for the difference between the observed and simulated piezometric heads in Aquifer 2.

The correct procedure would have been to recalibrate the model with both Neumann and Dirichlet
boundary conditions to see which type of boundary would be the best. However, the experience gained in
calibrating the model indicated that this will not be a very worthwhile exercise without more detailed infor-
mation on the hydraulic parameters and piezometric heads. Moreover, it would be surprising to find a perfect
fit between the simulated and observed piezometric heads, since the latter represents averages over the thick-
ness of the three aquifers, while the simulated heads are point values. The simulations of hydraulic tests
discussed below were therefore all performed with the hydraulic parameters in Table 9-1 and the calibrated
piezometric heads as initial and Dirichlet boundary conditions.

9.3 SIMULATION OF HYDRAULIC TESTS

9.3.1 The Constant Rate Test on Borehole UP16

The first attempt to simulate the behaviour of the Campus Test Site aquifer with Program KARO was to
analyse the hydraulic test on Borehole UP16, described in Section 6.3.5. Although the observed piezometric
heads in piezometers UO1 and UO18 at the start of the test differed somewhat from those used in calibrating
the model, it was not thought worthwhile to recalibrate the model. The initial and boundary conditions,
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Figure 9-3 Comparison of the observed and simulated piezometric heads in piezometers UO1 andUOl8,
for the hydraulic test of 1995-05-15 on Borehole UP16, with Dirichlet boundary conditions
on the four vertical sides of the aquifer.

derived from the steady state model of Section 9.2.2, were consequently also used in the simulation. The
observed and simulated piezometric heads in piezometers U01 and U018 are compared graphically in Figure
9-5, at 0,5 and 1 h after the start of the test.

The 'tongue-shape' of the simulated piezometric heads near the fracture in Figure 9-5 may create the
impression that there exists a considerable difference between the simulated and computed piezometric
heads. However, a closer inspection of the graphs shows that the actual shifts in the observed and computed
piezometric heads are practically the same. The reason for the tongue-shape is that the piezometers measure
the piezometric heads over the full width of the aquifers, and not at the position of the nodes in the finite
element grid. The overall fit between the observed and simulated piezometric heads, therefore, can be con-
sidered excellent, especially if one keeps in mind that the model represents Aquifer 1 as a confined aquifer.

Another conclusion that can be drawn immediately from the graphs in Figure 9-5, is that the pumping af-
fected the piezometric heads in the fracture and Aquifer 2 more than in the other two aquifers. This behaviour
confirms the field observations which indicated that fractures are the main conduits of water in Karoo aquifers.

An interesting feature in the graphs of the observed water levels and computed piezometric heads for
boreholes UP 16 and UO5, in Figure 9-6, is the close relation between the piezometric heads in the fracture
and the observed water levels. This suggests that the water levels iri open boreholes are not representative of
any of the aquifers on the Campus Test Site, but represent an average of the piezometric heads in all the
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Figure 9—4 Comparison of the observed and simulated piezometric heads in piezometers UO1 andUO18,
for the hydraulic test of 1995-05-15 on Borehole UP16, with zero-flux Neumann boundary
conditions on the four vertical sides of the aquifer.

aquifers, weighted in favour of the piezometric head in the fracture. Hydraulic parameters derived from
observations of water levels in open boreholes in Karoo aquifers, are therefore more representative of the
fractures than the rock matrix, which serve as the main storage units. This dependence may have been re-
sponsible for the unrealistic storativity values observed by Kirchner et al. (1991).

A very interesting aspect of the results in Figure 9-6 is the behaviour of the piezometric heads near the
production borehole, UP! 6. According to the model, water was not only withdrawn here Aquifer 2, but also
from Aquifers 1 and 3, in contrast to Borehole UO5 where water was withdrawn mainly from Aquifer 2. This
again confirms that bedding-parallel fractures serve as the main conduits of water to boreholes in Karoo aquifers.

9.3.2 Simulation of a Short-term Constant Rate Test on Borehole UP1S

The previous results clearly have very important consequences for the management of Karoo aquifers. It was
thus thought worthwhile to repeat the analysis with data from another constant rate test to ensure that the
results are repeatable. In this test, also discussed in Section 6.3.1, Borehole UP15 was pumped at a rate of
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Figure 9-5 Comparison of the observed and simulated piezometric heads in piezometers UO1 and UOl 8,
after pumping Borehole UP16 for 0,5 and 1 h.

9,72 m3 h"1. The results, shown in Figure 9 7, are identical to those in Figure 9-5.
It is important to remember that the piezometer boreholes UO1 and UO18 are not connected to the

fracture as shown in Figure 5-31. The considerable drop in the piezometric heads along the plane of the
fracture in Figure 9—5 and Figure 9-7 thus confirms the results of Section 8,5.2, which showed that water
will be preferentially withdrawn along the plane of the fracture, even in areas away from the fracture. How-
ever, water is withdrawn from all three aquifers near the discharging borehole, although the major drawdowns
still occur within the fracture. The possibility thus exists that the fracture may be completely dewatered near
a production borehole in a Karoo aquifer, with the result that the borehole will not be able to sustain its yield.
This behaviour of the fracture may contribute to the phenomenon of 'the pump that sucks air', so often heard
from people who depend on Karoo aquifers for their daily supply of water.

The preferential dewatering of the aquifer along the plane of the fracture implies that the vertical gradi-
ent of the piezometric head in the rock matrix must decrease with horizontal distance from the discharge
point, as illustrated in Figure 9-8. The vertical flux of water towards the fracture must thus decrease with
distance from the discharging borehole. There will therefore be considerably more water near the discharg-
ing borehole than farther away. A horizontal two-dimensional model can only accommodate this excess of
water by adjusting its storativity for the aquifer. This explains the dependence of the storativities on the
inverse distance from the perturbed borehole in Figure 6-5. Storativities derived from fitting water levels in
open boreholes to the Theis curve are thus simply not representative of a Karoo aquifer.

Another interesting result in Figure 9-8 is the behaviour of the piezometric head in the sandstone,
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compared to that of the fracture. The shape of the drawdown cone in the fracture remains constant with time,
although the piezometric heads decrease with time. The drawdown cone in the sandstone layer, on the other
hand, widens and deepens with time, and approaches the drawdown cone of the fracture. The borehole thus
tends to dewater the entire aquifer near the discharging borehole, but only the plane of the fracture farther
away. This behaviour was also observed in the preliminary model of the aquifer in Section 8.5.2.

It is common knowledge that the depth and width of the drawdown cone caused by a discharging bore-
hole, increase with increasing discharge rates. The question thus arises: how will the drawdown cone in the
fracture behave with increasing discharge rates? The model for the constant rate test on Borehole UPl 5 was
therefore rerun with discharge rates of 3,6 m3 h"1 and 7,2 m3 h~'. The results, shown in Figure 9-9, indicate
that the cone in the sandstone behaved as expected. The cone in the fracture, on the other hand, kept its
shape, but its piezometric heads decreased with increasing discharge rates, just as it did in Figure 9-8.

The behaviour of the fracture's drawdown cone in Figures 9-8 and 9-9 can be explained briefly as
follows. Flow in the fracture is mainly restricted to its horizontal plane, since its aperture is limited. The
drawdown cone in the fracture will therefore keep its shape, provided that the surrounding rock matrix can
supply it with enough water to compensate for the water lost through the pump. However, this rate will
depend on the piezometric pressure of the rock matrix. A point may thus be reached where the rock matrix
cannot supply enough water to the fracture, with the result that the fracture will begin to dewater. The
numerical model for the Campus Test Site thus agrees with the view expressed in Section 6.4.1, that a
fracture can only support a limited discharge rate determined by its piezometric pressure and that of the
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and Piezometer UO18, after pumping Borehole UP15 for 0,5 and 1 h at a rate of 9,72 m3 h"'.

surrounding rock matrix. There is thus a limit to the rate at which a borehole in a Karoo aquifer can be
pumped, as illustrated by the constant rate tests, discussed in Section 6.3.5.

9.3.3 Simulation of a Recovery Test on Borehole UP16

There is little doubt that Program Karo is able to simulate the major properties of the aquifers on the Campus
Test Site, observed during the drawdown phases of various constant rate tests. The question that now re-
mains to be answered is: can it also simulate the behaviour during the recovery phase of such a constant rate
test? Unfortunately, no measurements were taken of the recovery phases of the constant rate tests discussed
above. Simulation of the recovery phase was therefore based on the first step of a multi-rate test, in which
Borehole UP16 was pumped at 11,88 m3 h~', for an hour, and then allowed to recover for an hour.

The first step in the simulation was to compute the piezometric heads in the aquifers with Program
Karo for one hour. These values were then used as new initial conditions and the program was re-run
with a discharge rate of 0 m3 h"1. Since no measurements were taken of the piezometric levels in
piezometers UO1 or U018 during the test, the results are compared with the water levels observed in
Borehole UP16, in Figure 6-10.

The first impression of the comparison in Figure 9-10 is that the fit is rather poor. However, it must be
rememberedthat the water levels in open boreholes are always less than the simulated piezometric heads in
the fracture, as shown in Figure 9-6 and Figure 9-7. Moreover, the verification of the model in Section 9.2.3,
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has already shown that there may be small inaccuracies in the calibrated ^-values, which will enhance the
differences. The fit between the simulated piezometric heads and the observed water levels in Figure 9 10, is
therefore acceptable. The parallelism of the two recovery curves, incidentally, suggests that the calibrated Up-
values are too large.

9.3.4 Linear Flow

The discussion in Section 6.7 shows that the predominant direction of flow in a stressed Karoo aquifer is
vertical and that the flow is linear. The main distinction between such an aquifer and one subject to radial
flow is that the drawdown in a perturbed borehole will be a function of the square root and not the logarithm
of time. The ultimate test of the present model will thus be to see if it can reproduce this behaviour too. That
this is indeed the case, can be seen from the graphs of the simulated piezometric heads and observed water
levels in Figure 9-11. There can thus be little doubt that Program KA.RO is able to simulate all the major
characteristics of Karoo aquifers.

From the mathematical point of view the simulated piezometric heads in Figure 9 11 are nothing more
than the solution of the differential equation for groundwater flow (Equation 7.1). It is well-known that the
boundary conditions determine the exact value of the solution, at any point in space and time, while the
domain determines the geometrical shape of the solution. There can thus be no doubt that the geometric
model of the domain in Figure 9-1, the associated hydraulic parameters and the prescribed boundary condi-
tions, represent the three aquifers on the Campus Test Site adequately. A more important conclusion, though,
is that the linearity of flow is caused by the internal geometry of the site. It will therefore be futile to try to
analyse data from Karoo aquifers with a model that does not take the aquifer's geometry into account.

9.4 CONCLUSIONS

The most important conclusion of the numerical model for the Campus Test Site is that the physical behav-
iour of the aquifers is determined completely by the internal geometry of the Site. It is thus imperative that
realistic models for Karoo aquifers should take this geometry into account, otherwise it will simply degener-
ate into a phenomenological model. Phenomenological models can, as the name implies, be quite useful in
systemizing information on a given phenomenon, but cannot represent the physics of the phenomenon accu-
rately (witness the history of particle physics). It would thus be dangerous, and wrong, to use a
phenomenological model to manage or predict the future behaviour of an aquifer.

The geometry of Karoo aquifers that emerged from the discussions in Chapters 3 to 5 can, admittedly, be
quite complex. However, the numerical model for the Campus Test Site indicates that it may not be neces-
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sary to know this geometry and variations in the physical properties of the constituent formations in detail.
What one needs for a successful model of a Karoo aquifer, is a good knowledge of the distribution of the
major geological formations within the aquifer, and the geometry of the fractures. The model, however,
should be three-dimensional.

The distribution of geological formations within the aquifer can be determined directly from observa-
tions during the drilling of boreholes, and thus does not present insurmountable difficulties for the development
of such a model. The determination of the fracture geometry is, unfortunately, not that easy. Indeed, it seems
that there exist only two methods today that can be used for this purpose^core-boreholes and'acoustic
scanner surveys, both of which can be expensive. However, the present model for the Campus Test Site
would not have been as successful, were it not for the information on the fracture geometry gained from the
core-boreholes drilled by the Department of Water Affairs and Forestry. Attention should therefore be given
to the development of more practical methods with which the geometry of the fractures can be determined.

Another important result of the present model is that the water levels in open boreholes represent an
average of the piezometric heads in the fracture and surrounding rock matrix, weighted in favour of the
piezometric head in the fracture. Observations of water levels in open boreholes are therefore not representa-
tive of the piezometric pressures in the multi-layered Karoo aquifers. Hydraulic parameters and other
information derived from such observations, may thus be meaningless unless some provision is made for the
geometry of the aquifers. The only appropriate method to study the behaviour of these aquifers is to install
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piezometers.
Two properties of Karoo aquifers that played a very important role in the model for the Campus Test

Site, but have often been neglected in the past, are: (a) the ability of Karoo formations to store and yield
water, and (b) the rates at which boreholes can be pumped. The latter property is of particular importance,
since it can easily lead to the deformation of the water-yielding fractures. In fact, there are indications that
the procedures commonly used in hydraulic tests may even damage the fractures. It may thus be necessary to
devise new approaches for hydraulic tests in Karoo aquifers. The two properties are obviously also of the
utmost importance for the management and operation of well-fields in these aquifers. Special attention should,
therefore, be given to them when developing Karoo aquifers for water-supply purposes.

There are two aspects of the behaviour of Karoo aquifers not accounted for in the model for the Campus
Test Site. The first is that no provision has been made for unsaturated flow in the model. The model can
therefore not be used, should the aquifer be dewatered completely near the borehole; a phenomenon that may
not be too rare in Karoo aquifers. The second is that the model only takes vertical compression into account,
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but not horizontal deformations. The model can therefore not be used to simulate possible deformations of
fractures. Both phenomena can, however, be easily included in the model, should the necessity arise. How-
ever, this will only be worthwhile if the contribution of the phenomena to the behaviour of Karoo aquifers
can be quantified more precisely through field data.



CHAPTER 10

ANALYSIS OF HYDRAULIC TEST DATA FROM KAROO AQUIFERS

10.1 INTRODUCTION

Although the results from the three-dimensional, numerical model for the Campus Test Site agree excel-
lently with the field observations, the excessive modelling time and computer resources required by the
model make it difficult to use it on a routine basis. This applies in particular to situations where one only
wants to analyse constant rate and perhaps step drawdown test data. What is required in such cases, is a
model that describes the properties of the aquifer accurately, but not in unnecessary detail.

The simplest method to analyse vertical flow in hydraulic tests would be to use a vertical two-dimen-
sional analytical model. However, the discussion in Chapters 5, 6 and 9 indicates that it will be difficult to
incorporate all the properties of a Karoo aquifer, particularly the fracture dimensions, in a relatively simple
analytical model. A new numerical, two-dimensional vertical flow model was therefore developed. The
assumptions made in deriving the model and its behaviour in comparison with a fully three-dimensional
model are discussed in Section 10.2.

The new two-dimensional model can be used as a preliminary model for aquifers with a significant
vertical flow component. However, the main purpose in developing the present model was to have a relatively
simple, yet realistic, model with which one can estimate the hydraulic parameters of Karoo aquifers. The
model was therefore linked with a least squares technique to fit the observations to those predicted by the
model. A computer program, RPTSOLV, developed specifically for this purpose, is discussed in Section 10.3.

There is no doubt that Program RPTSOLV has been successful in the analysis of hydraulic test data, as
illustrated by the discussion of its application to case studies, in Section 10.4. However, this does not mean
that the program will always fit the data perfectly. On the contrary, there are a number of aspects, particularly
the representation of the perturbed borehole in the program, that needs further attention.

The original Fortran version of Program RPTSOLV is available from the Institute for Groundwater Stud-
ies. However, a more user-friendly version has recently been developed by Prof G.J. van Tonder and
implemented in his Windows 95 modelling package, AQUAMOD for Windows (Van Tonder et al., 1998). It is
therefore recommended that prospective users, especially those with a limited background in numerical
analysis, should consider the Windows version first.

10.2 THE NUMERICAL VERTICAL FLOW MODEL

10.2.1 General

The first attempt to use a numerica! model for the analysis of hydraulic test data is probably that of Rushton
and Booth (1976). This work was later expanded and improved by Rathod and Rushton (1984) and Rathod
and Rushton (1991). However, their numerical models are rather cumbersome and do not address vertical
flow, which seems to be a characteristic property of flow in Karoo aquifers.

The only way to describe a three-dimensional physical phenomenon with a two-dimensional math-
ematical model is to discard information in one of the dimensions. There are essentially two methods
that can be used for this purpose (Botha, 1996). The first method, which Botha calls the physical ap-
proach, is to discard the direction one is not interested in. However, this approach should only be
applied if the phenomenon is naturally, or artificially, restricted to two dimensions. The second alterna-
tive is what Botha calls the mathematical reduction of dimensions. What is done in this case, is to
integrate the mathematical model for the phenomenon over the unwanted dimension (Bear, 1979; Bear,
1977). This approach is discussed in detail in Appendix C, where it is shown that the vertical flow in
Karoo aquifers can be described by the equation

= rV-[K(r,z,f) V<p(r,z,0] + ^ 8 ( r - r 0 ) (C24)

- 1 3 3 -
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where <p(r, z, t) is the piezometric pressure, K(r, z, t) the hydraulic conductivity tensor and So(r, z, t) the
specific storativity of the aquifer. This equation was consequently used to develop a simplified numerical
model for flow in Karoo aquifers.

Equation (C.24) differs at first sight considerably from the equation conventionally used to describe the
flow of groundwater in a horizontal plane

S(x, y, .y,t) = V-[T(x, y, t) Vh(x, y, t)] + (7.2)

where h(x, y, t) is the observed water level, l(x, y, t) the transmissivity tensor and S(x, y, t) the storativity of
the aquifer (Botha, 1996). However, a closer examination shows that the only significant practical differ-
ences are that Equation (C.24) is based on the piezometric head, hydraulic conductivity and specific storativity
and not on the water level, transmissivity or storativity, as in Equation (7.2). These differences, summarized
in Table 10-1, are so small, from the mathematical point of view, that the present model could be based on
the Program GCON, developed by Botha et al. (1990) for horizontal flow. The only adaptations that had to be
made to the program, were to add the radial variable to the expressions for the storage and divergence terms,
and replace the point source term with the line source term in Equation (C.24).

Table 10-1 Comparison of the hydraulic parameters and source terms required by the three-dimensional,
the horizontal and vertical two-dimensional flow models.

Dimensions
Hydraulic
Parameters
Source term

Three-dimensional
(x, y, z, t)
Hydraulic Conductivity
Specific storativity
Dirichlet Boundary

Horizontal Model
(x, y, t)
Transmissivity
Storativity
Point source

Vertical Model
(x, z, t)
Hydraulic Conductivity
Specific storativity
Line source

The revised program was debugged by comparing its output with that of Program SAT3 for the homoge-
neous three-dimensional aquifer, described in Section 6.2 of Verwey and Botha (1992), and the Muskat
solution for the same aquifer. The same hypothetical aquifer was also used to study the convergence proper-
ties of the program extensively, with excellent results.

10.2.2 Numerical Experiments

Since the main purpose for the development of the present program was to use it in analysing hydraulic test
data for Karoo aquifers, it was thus thought worthwhile to compare its output with that of the three-dimen-
sional Program SAT3. The hypothetical aquifer used for this purpose is illustrated schematically in Figure
10-1, except that a thickness of 20 m were assigned to both layers. The aquifer was divided into 20 equally
spaced vertical and 65 radial elements, spaced logarithmically along the aquifer's radius of 1 017 m. The
angular direction was divided into angles of 10° each in the three-dimensional grid of Program SAT3.

The aquifer parameters for the model, given in Table 10-2, were chosen to be representative of those
found in Karoo aquifers. Layer 1, supposed to correspond with the less permeable, but highly porous Aquifer
1 on the Campus Test Site, was given a low K and high 50 value. Layer 2, on the other hand, which repre-
sented the more permeable sandstone layer and fracture in Aquifer 2 was given a higher K but lower SQ value.

The borehole was pumped for 72 h at a rate of 7,2 m3 h"1 from Layer 2. The non-homogeneous Neumann
boundary values, along the length of the borehole in this layer, were computed from the discharge rate and
the source term in Equation (C.24). Zero-flux boundary conditions were prescribed along all the other bound-
aries, except for the curved outer boundary, where a piezometric head of 60 m was prescribed.

Table 10-2 Aquifer parameters of the hypothetical aquifer used to compare the vertical flow program and
the three-dimensional Program SAT3.
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Figure 10-1 The two-layered aquifer used to represent the aquifer on the Campus Test Site in the vertical
two-dimensionaJ numerical mode).

The computed drawdowns in the piezometric heads of the two layers are compared graphically in
Figure 10-2 at distances of 1,11 and 49 m from the borehole. There can thus be little doubt that the numeri-
cal vertical model is able to simulate the behaviour of a multi-layered aquifer. Notice in particular the difference
in rates at which the piezometric heads in the different layers decline. This behaviour is quite characteristic
of Karoo aquifers, judging from the results in Figure 6-13.

The three-dimensional model of the Campus Test Site in Chapter 9 has shown that there is a consider-
able difference between the drawdown cones in the fracture and the surrounding porous matrix (see Figures
9-8 and 9-9). A final numerical experiment was thus performed with the aquifer in Figure 10-1 to see how
the two-dimensional vertical model represents flow in the aquifers. The initial and boundary conditions used
in the previous example were also used in this case, but the discharge rate changed to 1,5-10~3 m3 s"1. The
nodes in the radial direction were also assigned on the binary scale {0; 0,0625; 0,125; 0,25; 0,5; 1,0; 2,0; 4,0;
8,0; 16,0;..., 1 024 m}.The computed drawdowns in the piezometric heads after 48 h in Figure 10-3, agree
excellently with the three-dimensional model and the previous model, in the sense that the major drawdowns
also occur in the more permeable layer.

An idea of how the model interprets flow in the aquifer can be obtained from the contours of the com-
puted drawdowns in Figure 10-4. The flow is mainly directed obliquely towards the borehole, except in the
more permeable layer where it is horizontal, and at large distances, where it is more vertical. These results
agree excellently, not only with those of the hypothetical Karoo aquifer in Figure 8-17, but also with the
stability of the piezometric drawdown cone, in the fracture on the Campus Test Site in Figures 9-8 and 9-9.

The previous results indicate that the vertical two-dimensional vertical model is able to represent the
major properties of Karoo aquifers, although not with the same accuracy as a true three-dimensional model.
Nevertheless, it should be sufficient for the development of a program that it can be used to determine
aquifer parameters from hydraulic tests in Karoo aquifers.

10.3 INVERSE MODELLING OF HYDRAULIC TESTS

10.3.1 General

Hydraulic test data are conventionally analysed with the help of so-called 'type curves' (Kruseman and De
Ridder, 1991J. Although this crude graphical procedure did make sense in the pre-computer era, or when one
wants to get a rough indication of the parameters in the field, its practical application is limited to a small
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number of highly simplified analytical models. It is therefore difficult to apply when the underlying math-
ematical model, such as Equation (C.24), does not have an analytical solution, or contain more than a couple
of parameters. In such cases, one has to turn to a numerical method.

A type curve is in essence nothing more than the solution of the inverse problem, as pointed out in
Section 2.3.2. One should thus still be able to determine the hydraulic parameters for mathematical models
that do not have an analytical solution by solving the inverse problem of the model numerically. This is the
basic philosophy behind the development of the program for the computation of hydraulic parameters dis-
cussed below.

There are a number of methods that can be used to solve the inverse and similar approximation problems
numerically (Cheney, 1966). Nevertheless, there is little doubt that the method of least squares is the most
appropriate when dealing with observational data. It must be remembered, though, that the inverse problem
has an infinite number of solutions. There is thus no guarantee that the computed parameters are representa-
tive of the aquifer. This can only be determined by comparing the results with field observations that have not
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Figure 10—4 Contours of the computed drawdowns in piezometric heads after 48 h.

been included in the solution of the inverse problem, without juggling the computed parameters.
The basic objective in the method of least squares is to try to minimize the sum of squares of the residuals

that exist between the observed data, say (p.(obs), and that predicted by the assumed model, say <p. (p). This
is achieved by adjusting the parameters, p, repeatedly, until the functional

(10.1)

achieves a minimum value within prescribed limits. The factors, w., commonly known as weighting factors,
are arbitrary numbers that can be used to account for the accuracy of individual observations. A common
practice is to equate them with the inverse of the variances of ip.(obs), or 1, if the variances are not known.

The equations that have to be solved in minimizing the functional in Equation (10.1) are linear in the
parameters, if ip.(p) is a linear function of the parameters, and can thus be solved explicitly without interven-
tion from the user. However, this is not the case if tp;(p) is a non-linear function of the parameters, or contain
the parameters implicitly, which is usually the case with the analysis of hydraulic test data. The only way to
proceed in such cases is that the user guesses values for the parameters and then solves the equations
iteratively.

There exists a number of non-linear least squares algorithms (Sun, 1994). However, a multi variate func-
tional, especially one constructed from experimental data, usually has a large number of local minima besides
the sought-after global minimum. Unfortunately, none of the available algorithms are able to distinguish
between a local and global minimum without some interaction with the user, notwithstanding contrary claims
in the literature. A fully automatic implementation of a non-linear least squares algorithm can thus easily
yield absurd parameters if the initial guesses are not sufficiently close to the actual parameter values. This
can cause considerable difficulties for someone not acquainted with optimization theory.

The effect of the initial guesses on the minimization of Equation (10.1) can be reduced somewhat by
using a robust algorithm, i.e. an algorithm that does not depend too much on the guesses. This dependence
can be reduced further, by prescribing a certain range within which the parameters are expected to fall.
However, this does not imply that the algorithm will yield an acceptable solution. Moreover, the possibility
always exists that the user may supply an inappropriate range for the parameters. Solutions obtained with
robust algorithms are usually also less accurate than those obtained with a less robust algorithm. The solu-
tion of a non-linear inverse problem should therefore never be accepted at face value.

A simple procedure to find out whether the solution of a non-linear least squares problem represents a
global minimum is to repeat the calculations with different sets of guesses. However, similar solutions do not
necessarily imply that a global minimum has been reached.

The Levenberg-Marquardt algorithm (Sun, 1994) is probably the best known of the robust non-linear
least squares algorithms, and the one most commonly used in geohydrology (Kauffmann et al., 1990). This
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algorithm and the two-dimensional vertical flow model discussed above, were used to develop the Program
RPTSOLV for the analysis of hydraulic test data from Karoo aquifers. // is important to remember, though,
that one is dealing with the inverse problem. The parameters computed with Program RPTSOLV, can this fit
the observations perfectly, but may still not be representative of the aquifer. However, this can only be
determined by the user.

10.3.2 Computer Implementation of RPTSOLV

The present version of Program RPTSOLV tries to simulate the behaviour of a Karoo aquifer by representing
it as a two-layer aquifer, illustrated in Figure 10-1 above. Layer 1, representing the Karoo formations, is
assumed to be less permeable, but more porous, than Layer 2, which represents the water-yielding fractures.
The perturbed borehole is represented as a Neumann boundary on the left-hand side of the vertical domain
and the outer boundary as the right-hand side of the vertical domain. This representation of the aquifer and
perturbed borehole is built into the program and cannot be changed by the user in the present version of the
program. However, the user can choose between a constant rate and step drawdown test, and can also specify
the pump position, for which there are three options: Layer I, Layer 2, or both.

The computation of the hydraulic parameters is performed in a number of pre-set steps. The two most
important steps are: the construction of the finite element mesh and the optimization step, that runs the model
repeatedly until the optimized solution is found. The steps are, however, transparent to the user. The only
action the user has to take, is to supply the program with two sets of parameters—the geometric parameters
and the simulation parameters. The geometric parameters include:

(a) thickness of Layer 2,
(b) total thickness of the aquifer
(c) distance to the aquifer boundary and
(d) radial distance of the observation borehole.

Default values are built into the program for the parameters, but it is always preferable that the user supplies
the appropriate values for the test at hand. Note that the thickness of Layer 2 has to be specified as a fraction
of the total aquifer thickness, and not as a length.

The simulation parameters, which must be supplied by the user, include:
(a) the type of test,
(b) duration of the test,
(c) position of the pump,
(d) observed water levels,
(e) position of the observation borehole,
(0 the discharge rate, or rates, in the case of a step drawdown test and
(g) type of boundary condition to consider on the outside boundary.

The latter can be specified as either a zero-flux Neumann boundary or a constant head Dirichlet boundary.
The positions of the pump and the observation borehole can be specified as situated in Layer 1, Layer 2 or
both. However, the last option only makes sense if one is working with a single-layer aquifer.

Other options available to the user include: the units in which the in- and output parameters are speci-
fied, whether the water levels are supplied as drawdowns or hydraulic heads and whether the full or a subset
of the water levels be used in the simulation.

The finite element mesh, constructed by the program, consists of 20 equally spaced vertical elements,
allocated proportionately to the two layers, and 16 to 20 elements in the radial direction, depending on the
number of observation boreholes. These nodes are located at binary distances of

with the positions of observation borehole inserted at its specified position.
The program assigns all drawdown data to the centre lines of the layer, if the data are specified as

piezometric heads, and use both values in the least squares fit. However, water levels and drawdowns are
considered to represent the piezometric head at the centre line of the layer in which the perturbed borehole is
situated. The same applies to the observation borehole.

The first three geometric parameters, the thicknesses of Layer 1 and aquifer and distance to the aquifer
boundary are usually not known and have to be estimated. Since these parameters have a considerable influ-
ence on the fitted hydraulic parameters, the user must always try to represent them as accurately as possible
in the model. A few approaches that can be used for this purpose are discussed below.
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It is important to remember that Program RPTSOLV computes the three-dimensional hydraulic conduc-
tivity and specific storativity [K and So in Equation (C.24)], and not the horizontal two-dimensional
transmissivity and storativity (T and, S in Equation (7.2). It is only after the fit has been completed success-
fully that the parameters are multiplied by the thicknesses of the two layers to obtain the more common
parameters

S,=50i.d., Tt = KA (i = l,2) (10.2)

where d( is the thickness of the i-th layer. Since there are advantages in working with K and Sa, instead of T
and S, the program supplies both sets of parameters to the user. However, the user can specify the initial
guesses as T and S values, which is then converted internally by the program to K and So values.

The program includes a facility to represent the observed and simulated drawdowns graphically. This
not only enables the user to obtain a better idea of the fit, but also to see what effect changes in the para-
meters have on the fit. A help facility to assist users that are unfamiliar with text editors is also built into the
program.

10.3.3 Thickness of the Aquifer

The thickness of the aquifer, provided by the user, is used to determine the height of the finite element mesh.
An unknown thickness can be approximated as the difference between the water level and depth of the main
water strike, or with the default value of 40 m. The exact thickness of the aquifer does not have a critical
influence on the fitted hydraulic parameters, but that of Layer 2 has, as shown in Figure 10—5. However, this
is not unexpected, since an increase in fracture thickness will increase the volume of water available to the
pump. The user should therefore experiment with the thickness of Layer 2, before accepting the fitted hy-
draulic parameters.
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Figure 10-5 Influence of the thickness of Layer 2 and the aquifer, expressed as the ratio (x : y), on the
drawdowns of a hypothetical aquifer.

The present default values for the thickness of the aquifer (40 m) and the ratio for the thickness of Layer 2
(0,2), in Program RPTSOLV, were determined from the analysis of a large number of case studies. All indications
are that these values are sufficient for the analysis of most hydraulic tests in Karoo aquifers.

Numerical experiments have shown that a change in the thickness of the aquifer, Layer 2, or both, does
not influence the fitted values of K and 50 significantly, provided that the changes are within reasonable
limits. However, the same is not true for the values of 7and S. These parameters are functions of the thick-
ness, as shown by Equation (10.2) and must therefore change with the thickness. Users who are comfortable
with the three-dimensional hydraulic parameters may therefore prefer to work with them instead of the two-
dimensional parameters Tand S.
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10.3.4 Aquifer Boundary

A particular advantage of Program RPTSOLV above the more common analytical methods, is that it allows
the user to change the aquifer boundary. Unfortunately, this freedom has a negative side, in that it forces the
user to supply a value for the boundary; something that is rarely known in practice. The user therefore has to
experiment -with the boundary radius, especially when there are indications that the observed water levels
may be influenced by an impermeable boundary. However, this may be easier said than done. The reason for
this is that the least squares algorithm will always try to fit the data as closely as possible with the given set
of geometric parameters. It may thus be difficult to distinguish graphically between the influence of different
boundaries. Consider, for example, the hydraulic test at Kokstad in Figure 6-14. This test was first analysed
with the default thicknesses and aquifer radius (= 1 024 m), and a zero-flux Neumann boundary condition on
the outside boundary. The analysis was then repeated with aquifer radii of 528 and 2 048 m. As shown in
Figure 10-6, it is impossible to decide which one of the three fits is the best.
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Figure 10-6 Comparison of the observed and fitted drawdowns for the Kokstad hydraulic test, with aqui-
fer radii of 528, 1 024 and 2 048 m.

One approach to avoid this difficulty is to use an option in RPTSOLV to just compute the solution of
Equation (C.24) with prescribed parameters, and force-fits the parameters to a prescribed aquifer radius. For
example, one may choose the radius R = 1 024 and compute the solution of Equation (C.24), first with the
hydraulic parameters, obtained from fitting the data to the radius R = 528 m, and then with the parameters
from R = 2 048. As shown in Figure 10-7, there is now little doubt about which radius is the correct one to use.

There are two difficulties associated with the previous approach. The first is that it demands of the user
to draw graphs of the various solutions, and the second is that it does not provide a guide-line as to which
radius should be used in the force-fits. Fortunately, these difficulties can be avoided by looking at the least
squares error of the various fits, and select the one with the smallest error. This quantity, denoted by the
symbol x2 in Table 10-3 below, can be obtained from the 'Result File' created by RPTSOLV, where it is
denoted as the 'Root Mean Square Error'.

Table 10-3 Hydraulic parameters and least squares error (x2) for the three fits of the Kokstad data in
Figure 10-6 and Figure 10-7.

sZ
X2

R = 528 m
8,362. lO"5

1,275-10+!

1,278.10^
1,000-10-9

5,505

R = 1 024 m
1,726-105

1,471.10+l

3,279-10-5

i,ooo. io-9

2,961

R = 2 048 m
6,252-IO-5

1 [902-10-*
1,000-IO-7

8,103
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Figure 10-7 Comparison of the observed and fitted drawdowns for the Kokstad hydraulic test, with the de-
fault aquifer radius of 1 024 m, and the force fitted drawdowns of the 528 and 2 048 m radii data.

The mathematically correct approach in comparing the least squares errors is to ensure that all fits
satisfy the same minimum value, prescribed by the user. However, it is sometimes possible to obtain an idea
which radius is the more appropriate by simply looking at the rate at which the least squares error decreases
during the fitting.

10.3.5 Boundary Conditions on the Outside Boundary

The program allows the user to specify one of two types of boundary conditions on the outside boundary of
the aquifer—a zero-flux Neumann condition, and a constant head Dirichlet boundary condition. The water
level will decrease sharply at the boundary in the case of a zero-flux boundary condition, but will remain
constant at the prescribed head, if a constant head condition is prescribed. The result is that the water level in
an observation borehole generally drops faster in an aquifer subject to a zero-flux Neumann boundary con-
dition than one subject to a constant head Dirichlet boundary condition, as illustrated in Figure 10^8- This
behaviour is especially noticeable in a small aquifer.

Figure 10-8 leaves no doubt that a Dirichlet boundary condition is completely inappropriate for the
specific aquifer at Kokstad! This conclusion is further confirmed if one compares the hydraulic parameters
for the two types of boundary conditions in Table 10-4. The Dirichlet hydraulic parameters, especially the
specific storativities, is unacceptable from the physical point of view.

An interesting interpretation of the results in Table 10^4 is that a similar aquifer, subject to a Dirichlet
boundary condition, would not need large hydraulic parameters to satisfy the discharge rate. The fact that the
results are best represented by the zero-flux Neumann boundary condition with large hydraulic parameters,
may therefore be an indication that there is an unknown internal boundary present in the aquifer.

The dependence of the fitted water levels on the outer boundary condition can sometimes be used to
determine whether a prescribed radius of the aquifer is sufficient or not. All the user has to do, is to run the

Table 10-4 Comparison of the hydraulic conductivities and specific storativities obtained from Program
RPTSOLV for the Kokstad data with Dirichlet and Neumann boundary conditions.

K2

"01

R =
Dirichlet

1,090-10-8

6,533-10-°
3,91310 3

1,00<MO-7

512 m

Neumann

8,362-10-5

l,275-10+1

1,278-10^
1,000-10-"

R = l

Dirichlet

1,726-10-*
7,357-10+0

3,185 10-3

1,000-10-9

024 m

Neumann

1,726-10-5

l,47M0+1

3,279-10-5-
1,000-10-9

R =

Dirichlet

1,090-10-'
5,869-10*°
7,881-10°
1,000-10-*

2 048 m

Neumann
1 6,252105

1,914-10-'
- 1,902-10-*

1,000-10-7
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Figure 10-8 The effect of zero-flux and constant head boundary conditions on the fitted drawdowns for
the hydraulic test at Kokstad (R = 1 024 m).

program first with one type of boundary condition, and then with the other. The two sets of fitted water
levels, hydraulic parameters and least squares errors should be similar if the aquifer radius is appropriate for
the specific test. The method, however, may not work, if there are unknown internal boundaries in the
aquifer, as seems to be the case with the Kokstad data in Figure 10-8. Tn such cases, the user may have to turn
to the force-fitting procedure, described above, or rely on the least squares errors to obtain an indication of
which radius is appropriate for the problem at hand.

10.4 EXAMPLES OF HYDRAULIC TESTS ANALYSED WITH PROGRAM RPTSOLV

10.4.1 Constant Rate Tests at the Campus Test Site and Philippolis

Two actual field tests will now be discussed to illustrate the practical application of the method. In the first
test, the high-yielding Borehole UO5 on the Campus Test Site was pumped at a rate of 5,4 m3 h"1 for 6 h and
the water levels were observed in Borehole UP15, 22,191 m from Borehole UO5. The other test was per-
formed as part of the investigations to extend the water supply of the Municipality of Philippolis (Botha et ai,
1996). In this test, described in Section 6.3.5, Borehole D20 was pumped at a rate of 6,84 m3 h"1 for 72 h, and
its water levels, as well as those in Borehole D19,54 m from Borehole D20, were monitored for 120 h. Since
the geology at the two sites is very similar, the analyses were performed with the same two-dimensional
model described above, except for the hydraulic parameters of course, which were determined from the model.

As shown in Figure 10-9, the observed and fitted drawdowns agree excellently. This applies in particu-
lar to the steady behaviour of the drawdowns in Borehole D20, which lasted approximately 54 h. It is only
during the recovery phase of boreholes D20 and D19 that the observed and fitted drawdowns differ some-
what. However, this difference is never more than 0,5 m.

The fitted values of K and So, for each layer are given in Table 10-5. The values of the specific storativities
in Lay er 2 agree very well with the values Kirchner et al. (1991) derived from their water-balance studies of
Karoo aquifers.

Table 10-5 Aquifer parameters for the two field tests, determined with the two-dimensional vertical flow
model.

Layer 1

K (m d 1 )

0,09

Campus
(32 m)

So (m-1)

2,4-105

Site
Layer

K (m d1)

0,76

2 (8 m)

So (nr1)

3,010 a

Layer 1
K (m d-1)

0,037

Philippolis

(32 m)

S, (mr1)

6,9105

Layer

K (m d1)

3,6

2 (8 m)
S« (nr1)

1,010'°
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Figure 10-9 Comparison of the observed and fitted drawdowns for: (a) Borehole UP15 on the Campus
Test Site, and (b) boreholes D19 and D20 at Philippolis.

10.4.2 Step Drawdown Test at Philippolis

A step drawdown test was also performed on Borehole A14 at Philippolis as part of the investigations to
extend the water supply of the Municipality of Philippolis. A summary of the test is given in Table 10-6.

Borehole A14 was drilled through the tip of a negatively weathered ring dyke on the western side of the
dyke. The dyke itself is highly weathered for the first 13 m, but impermeable at depth (Botha etal., 1996).

Table 10—6 Summary of the step drawdown test performed on Borehole A14 at Philippolis.

Step No. Duration (min) Pumping rate (m3 h-')

1 70 2,0
2 70 4,0
3 70 6,0
4 -70 8,5 •

Recovery 70
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Figure 10-10 Observed and fitted drawdown curves for the step test on A14 at Philippolis district, with an
aquifer thickness of 40 m and Layer 2 thicknesses of 6 and 8 m.

Table 10-7 Fitted hydraulic parameters for Borehole A14 at Philippolis.

T, T2 (m2d-

0,3 2,2-10-3 85,3 1,0-10"'

The major water strikes occurred at the contact zones of a dark green shale and light grey siltstone, 10 m
below the dyke, and the same light grey siltstone and grey-green sandstone, 2 m deeper. The site thus does
not correspond fully with the two-layer model, which has been used thus far in the discussion. The observed
and fitted drawdowns in Figure 10-10, nevertheless, show that the model is able to fit the observed draw-
downs reasonably. The averaged T and S values in Table 10-7 are also of the same order as that of the
boreholes described above. However, the results leave little doubt that a multi-layered aquifer model would
have been more suitable for this test.

10.4.3 Dependence of Storativity on Distance

The major critique in Section 6.3.2 against the use of Theis' equation to analyse constant rate tests from
Karoo aquifers, is that the fitted storativities depend on the distance from the perturbed borehole. It was
thus thought worthwhile to see if the parameters fitted with RPTsolv, are free from this behaviour. The
data from the constant rate test performed on Borehole UP16, also described in Section 6.3.2, were
therefore analysed with the Theis equation and RPTsolv, assuming that Layer 1 is 32 m thick and Layer
2 8 m thick. The results in Table 10-8 again confirm the earlier observation that there is very little
difference between the two sets of transmissivities, but the storativities differ considerably, although

Table 10-8 Comparison of the hydraulic parameters derived from fitting drawdowns, observed during a
constant rate test on Borehole UP16, with RPTSOLV and the Theis equation.

Borehole

UO7
UO9

UO11
UO13
UO15

26,117
35,720
43,910
52,979
14,234

RPTSOLV

T (m2 s-1)

2,662-10^
2,315-10-*
1,968-10-*
2,315-10^
3J25-10-4

S

3,6-10-3

1,9-lth3

3,0-10"3

1,1-10-3

4,6-10-3

Theis
T (m2 s ')

2,108-lQ-4

2,023 10^
U738-10-4

1,859-10-4

2,033-10-*

S

1,508-lCH
7,826-10-5

1,185-10-*
6,543-10-5

4,220-10-*
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the Theis-fitted values are not unacceptable.
The graphs of the storativities as functions of the inverse distance from the perturbed borehole in Figure

10-11 are disappointing, however. They not only show that both sets of storativities depend on the inverse
distance, but even suggest that the rate at which the RPTSOLV storativities decrease with distance increases
with distance, while their Theis-fitted counterparts approach a limit. It is difficult at the moment to decide
what causes this behaviour. However, the fact that the storativities in Figure 10-11 fit two different curves,
suggests that the dependence is caused by representing the perturbed borehole as a line source in Equation
(C.24). Moreover, as pointed out in Section 7.4.2, one can expect the line source to cause a discontinuity that
will tend to propagate through the solution with time. Although the discussion in Section 2.3.2 shows that
such a discontinuity will die out in time, its influence on a short-term solution of Equation (C.24) cannot be
neglected. It is therefore interesting that the differences between the observed drawdowns for Borehole UO7,
and those fitted with RPTSOLV, at first increase with time, before they decrease and tend to a steady value, as
shown in Figure 10-12.
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Figure 10-11 Graphs of the storativities in Table 10-8 as a function of the inverse distance from the per-
turbed borehole.

The most satisfactory approach to solve the distance dependent problem would have been to implement
the method of Huang, used in Program Karoo, to approximate the perturbed borehole in RPTSOLV. However,
the program was only developed at the very end of the project, with the result that there was not sufficient
time left to study the behaviour further. The two researchers responsible for the development of RPTSOLV

also left the Institute for Groundwater Studies before the behaviour was observed.

10.5 DISCUSSION

Modern computers, even some desktop computers, are able to handle large three-dimensional groundwater
models. However, the field data required by these models often do not exist. The use of simpler mathemati-
cal models will, therefore, always be in demand, either to analyse field data rapidly, or to ease the burden of
obtaining the field data required by the three-dimensional models. The development of such simpler models,
however, must always be based on valid approximations. These considerations led to the development of a
new vertical two-dimensional model for Karoo aquifers.

The previous approach is, of course, not invulnerable. One danger that always exists is that the model
may be applied to situations that do not satisfy the assumptions of the model. This situation, for example,
arises if the Theis equation, which is based on a porous medium, is applied to the multi-porous Karoo
aquifers. The user of such simplified models must, therefore, always ensure that the model he or she pro-
poses to use, is appropriate for the aquifer.

Although the current version of the model usually gives excellent results when applied to observation
boreholes, difficulties are experienced when trying to fit data from the perturbed borehole itself. There is
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Figure 10-12 Differences between the drawdowns observed in Borehole UO7 and those fitted with RPTSOLV.

little doubt that this behaviour and the distance dependence of S in Figure 10-11, are caused by approximat-
ing the perturbed borehole as a line source in Equation (C.24). It is therefore recommended that this approximation
should be replaced with the Dirichlet approximation of Huang (1973) in future versions of the program, as
described for the three-dimensional Program KARO in Chapter 7. The effect of the approximation can, how-
ever, sometimes be reduced by specifying its distance as the order of 1-2 m, instead of its radius, as is
frequently done in the analysis of hydraulic test data.

The initial guesses for the hydraulic parameters and the default geometric parameters, built into pro-
gram RPTSOLV, are based on numerous case studies of data from Karoo aquifers. They should thus be sufficient
for hydraulic tests from boreholes in these aquifers. However, difficulties were sometimes experienced in
cases where the Karoo rocks have an extremely low K-, but high 5,, value, while the fracture has a relatively
high K-, but very limited So value. In these cases, it may be necessary to either change the distance of the
outside boundary, or the S value of Layer I.

A clear indication that the distance of the outside boundary is incorrect is when the fitted drawdowns
tend to be lower than the observed drawdown, especially near the boundary, or if the program yields lvalues
that differ considerably for observation boreholes in the same aquifer. Too large drawdowns are, on the other
hand, an indication that the initial guess for the So value of Layer 1 is too small. However, an unrealistic So

value may again be an indication that the outside boundary was situated too close to the perturbed borehole.
Although Program RPTSOLV has been applied successfully to a large number of constant rate and step

drawdown tests, a number of case studies have shown that it will be worthwhile to increase the number of the
layers in a future version of the program. It may also be necessary to implement the water-yielding fractures
more efficiently than the crude Layer 2 in the present version.

One difficulty, commonly experienced with existing methods for the analysis of hydraulic tests, is the
presence of unknown boundaries in an aquifer (Milne-Home, 1988). Although Program RPTSOLV does not
solve this difficulty completely, it at least allows the user to change the position of such a boundary, if and
when the need arises, and can also assist in detecting the existence of such boundaries. However, this can
only be determined by the user.

There are two difficulties that some users experienced with the program. The first is that the program
uses the three-dimensional hydraulic conductivity and specific storativity, and not the horizontal two-dimen-
sional transmissivity and storativity, as the more conventional models. The reason for this is that the latter
parameters arise only in the equation for horizontal flow, when one multiplies the hydraulic conductivity and
specific storativity with the thickness of the aquifer (Bear, 1977; Botha, 1996). They are thus not true physi-
cal parameters for groundwater flow, but rather mathematical artefacts. It is thus impossible to try to account
for natural vertical variations in the flow parameters, with a model based on flow parameters derived for
horizontal flow. However, the user who wants to use transmissivity and storativity can easily recover them
from the hydraulic conductivity and specific storativity, since the thickness of the aquifers must be known a
priori, to use Program RPTSOLV.
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The second difficulty is the inability of the program to handle arbitrarily spaced observation boreholes
and multiple perturbed boreholes. However, this limitation is typical of all dimensionally reduced equations.
For example, it is equally impossible to apply a horizontal flow model to a multi-layered aquifer, as the
discussion in Chapter 9 shows. In such cases, one has to turn to a full three-dimensional modei. This does not
mean to say that one cannot use more than one borehole with Program RPTSOLV, but then they must lie in a
straight horizontal line, or their positions must be projected onto a straight line.



CHAPTER 11

SUMMARY AND RECOMMENDATIONS

11.1 GENERAL

Groundwater is a very important source, sometimes the only source, of potable water for rural communities,
farms and towns in South Africa. The Karoo aquifers, which underlie approximately 50% of South Africa,
can therefore be an important source of water for these communities. Unfortunately, this source is usually
considered unreliable. The present study has shown that this view can be ascribed to the complex geome-try
of these aquifers. This geometry was the result of two factors: the sedimentary processes responsible for the
deposition of the formations, and the intrusion of dolerites at the fragmentation of Gondwanaland during the
Jurassic age.

All indications are that the intrusion of the dolerites was caused by the widespread volcanism, at the
beginning of the Jurassic Age, that ended the Karoo sedimentation. This magmatic activity was caused by
the tectonic movement of Gondwanaland, during the late Triassic to early Cretaceous ages, which seems to
have occurred in pulses. This interpretation is supported by the fact that one can clearly distinguish three
types of dolerite intrusions in the Karoo landscape—sills, ring dykes and linear dykes. The ring dykes are
conventionally regarded as undulating dolerite sills. However, a review of the historical evolution of the
Karoo Supergroup of geological formations, suggested that it may be more natural to interpret the ring dykes
as the peripheral dykes, often associated with laccolithic intrusions. This suggests that both the sills and ring
dykes intruded as laccoliths, while the linear dykes intruded through matrix melting. This interpretation may
be controversial, but has the advantage over conventional interpretations in that it provides a natural expla-
nation for the existence of the structures, without invoking some rather esoteric mechanisms.

The contact zones of the ring dykes arc often mctamorpho sized, which suggests that the temperature of
the intruding magma was very high. It is thus virtually impossible to drill successful boreholes near ring
dykes, especially positively weathered ring dykes, if the experience at Philippolis can.be taken as a norm.
The contact zones of linear dykes, on the other hand, are usually highly fractured. Most boreholes in Karoo
aquifers are consequently sited along the linear dykes, because they are easy to detect, and there is a higher
probability to strike a fracture near a dyke. However, the dykes are often impermeable and could thus act as
a restrictive boundary for groundwater flow.

Karoo formations are best described as a heterogeneous, anisotropic and slightly fractured porous me-
dium, according to the discussion of their formation and physical properties in Chapters 3-5. The presence
of horizontal fractures, moreover, implies that Karoo aquifers must always be viewed as multi-layered aqui-
fers. This type of multi-layered medium has not attracted very much attention in the literature on groundwater
phenomena. There thus does not exist a suitable mathematical model for the physical behaviour of these
aquifers, nor are there suitable instruments with which the behaviour of a fracture can be measured. The
attempt to evaluate the applicability and reliability of existing conceptual models for the description and
analysis of hydraulic tests in Karoo aquifers therefore failed. This presented somewhat of a problem for the
research team as it meant that one of the major original objectives of the project could not be fulfilled. The
only alternative was thus to develop a numerical three-dimensional model that could be used to study the
interaction between the fractures and rock matrix. The application of this model to the aquifer on the Cam-
pus Test Site, combined with information gained from the core-boreholes, provided valuable insight into the
physical behaviour of Karoo aquifers.

11.2 SUMMARY OF THE RESULTS

The most important conclusion derived from the present study is that the behaviour of a stressed Karoo
aquifer is determined by its very complex geometry, that results from the presence of bedding-parallel frac-
tures and the multi-porosity of the rock matrix. Any neglect of this property in the management and operation
of these aquifers can ruin an aquifer completely. Indeed, all indications are that the inability of previous
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investigators to take the internal geometry of Karoo aquifers into account, must be regarded as the main
reason for the difficulties experienced with these aquifers, and why people distrust them.

Although the concept that the behaviour of an aquifer is largely determined by its geometry is well-
known, this dependence is usually neglected in groundwater investigations. One reason for this is that the
methods commonly applied in these investigations are all based on porous formations, whose geometry is so
simple that it is often neglected (Black, 1993). However, as Black points out, this geometry is of vital impor-
tance in the analysis and interpretation of hydraulic tests in any secondary aquifer—a viewed shared by Prof.
Ghislain de Marsily (Personal Communication).

The apertures of the bedding-parallel fractures in Karoo aquifers are not very large (see Figure 5-26),
although a fracture can have a considerable areal extent. The fracture can, therefore, only store a limited
volume of water. The major storage units of water in Karoo aquifers must thus be the formations themselves,
while bedding-parallel fractures provide the main conduits of water to boreholes.

The First indication of the important role that bedding-parallel fractures play in the ability of Karoo
boreholes to yield water came from an analysis of the cores from the core-boreholes drilled on the Campus
Test Site and Dewetsdorp. These cores showed that the water-yielding fractures in the boreholes on these
sites are parallel to the bedding planes of the Karoo formations, and therefore mainly horizontally orientated.
This conclusion was further confirmed by observations during the drilling of boreholes at Philippolis and
Rouxville. The study of the regional fracture development in the sediments in and around Bloemfontein also
supports this conclusion and, moreover, showed that subvertical fractures only provide conduits foT surface
water. The best place to site boreholes in Karoo aquifers is thus in those areas where bedding-parallel frac-
tures are present.

The bedding-parallel fractures in the Karoo formations have a very low frequency and weak connectiv-
ity. However, a borehole that does not intersect such a water-yielding fracture does not have a high yield.
Although this fact is well-known to groundwater practitioners, they usually pay very little attention to the
nature of fracture, or how it influences the movement of water in these aquifers. One reason for this lack of
interest is the assumption that the water-yielding fractures in Karoo aquifers are vertically or subvertically
orientated, and do not influence the flow pattern. This assumption seems to have been quite common amongst
geologists, judging from their reaction when the first cores showed the fractures to be horizontally orien-
tated. It thus seems natural to ask: why do bedding-parallel fractures exist in the Karoo formations?

The circular dolerite dykes in the Karoo landscape of the southern Free State and adjacent areas have
been associated above with the intrusion of magma in the form of laccoliths. The theory behind the intru-
sions shows that bedding-parallel fractures will form naturally in the area surrounded by the peripheral dyke
of a laccolith. Bedding-parallel fractures should therefore be present in areas away from the ring dykes, if
their previous association with high-yielding boreholes is correct. This view is supported by the hydrocensus
of Burger et al. (1981), which showed that 63% of the 1 245 boreholes, surveyed in the districts of Bethulie,
Springfontein and Trompsburg, are not situated near dolerite dykes. It is, therefore, interesting to observe
that the new geological model of Bloemfontein and its immediate surroundings revealed that the city is
situated on a dome-shaped structure, typical of laccolithic intrusions. This laccolithic intrusion may thus
have been responsible for the existence of the water-yielding, bedding-parallel fracture on the Campus Test
Site, which is certainly not associated with any dolerite dyke.

There are a number of very important consequences, particularly for the management of Karoo aquifers,
that can be derived from the three-dimensional model of the Campus Test Site. The first, and perhaps most
important one, is that the movement of water in these aquifers is from the matrix towards the fractures, which
implies that flow takes place mainly in the vertical direction. The behaviour of Karoo aquifers should, there-
fore, differ from aquifers in which the flow is horizontal. This conclusion has been confirmed by a number of
constant rate tests, performed at the Campus Test Site, Philippolis and Rouxville. What typically happened
in these tests is that the water level in the perturbed borehole at first drops continuously until it reaches a
depth of approximately 2 m above a water-yielding fracture. Here the water level stabilizes, for as long as the
fracture can sustain the yield. This phenomenon repeats itself for every water-yielding fracture that the
borehole intersects, only to drop to the pump intake, if the test is performed long enough. The water level,
nevertheless, recovers almost instantaneously to the depth of the fracture, and then gradually when the pump
is switched off, or the discharge rate is decreased. However, at no stage did the water levels in nearby observa-
tion boreholes, even those that intersect the water-yielding fracture, drop below the fracture in any of the tests.

It was very difficult to explain the 'fracture-controlled' behaviour of boreholes in Karoo aquifers from
the field observations alone. One possibility that did emerge, though, is that the behaviour is caused by the
fact that water first has to flow from the Karoo formations to the bedding-parallel fractures before it reaches
the borehole. The major flow direction in a stressed Karoo aquifer thus seems to be vertical and not horizon-
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tal, as is commonly assumed in groundwater flow models. This meant that it will be difficult, if not impossi-
ble, to study the behaviour of these aquifers without the use of a three-dimensional flow model.

Three-dimensional mathematical models of groundwater flow are not very popular in geohydrological
circles, mainly for two reasons. The first is that such models require considerably more field data and sophis-
ticated computer resources than an equivalent two-dimensional model. The second is that very little attention
is usually paid in field investigations to the geometry and structure of an aquifer; factors that are of prime
importance in the development of three-dimensional flow models. Fortunately, there were sufficient obser-
vational data available to develop such a model for the Campus Test Site. The three-dimensional computer
program, SAT3, developed in a previous contract with the Water Research Commission (Verwey and Botha,
1992), was therefore adapted and used to develop a numerical model for the Campus Test Site. This model
showed that the piezometric head declines constantly throughout the fracture during the time that a borehole
is pumped. The piezometric cone in the fracture thus does not widen with time, as is conventionally as-
sumed, but always keeps the same shape as the piezometric heads decrease. The piezometric gradient, and
thus the discharge rate, from the fracture to the borehole must therefore remain constant during the time a
borehole is pumped. There thus exists a limit to the rate at which a borehole in a Karoo aquifer can be
pumped—a conclusion supported by the observation that the phenomenon is only observed if the discharge
rate of a borehole is above a certain value. This limiting rate does not depend on the conventional hydraulic
para-meters, transmissivity and storativity, but on the hydraulic conductivities and specific storativities of
both the fracture and rock matrix, and on the areal extent of the fracture. It is thus imperative that the
geometry of a Karoo aquifer must be known before the aquifer is developed for the supply of water to the
larger communities.

The geometry of Karoo aquifers, outlined above, differs completely from that of the media usually
considered in the literature on aquifer mechanics, particularly in horizontal flow models. The hydraulic
parameters, transmissivity and storativity, derived from conventional two-dimensional horizontal flow mod-
els, are therefore meaningless for Karoo aquifers. No wonder that Bredenkamp et al. (1995) and Kirchner et
al. (1991) experienced difficulties in interpreting their hydraulic test data. The only way to study the behav-
iour of a Karoo aquifer is to use a three-dimensional model. The common practice to analyse hydraulic test
data from these aquifers with horizontal flow models should thus be discouraged.

There is, unfortunately, not sufficient information or appropriate computer equipment available in South
Africa to run a three-dimensional groundwater model on a routine basis. Although steps should be taken to
correct the situation if Karoo aquifers are to play a significant role in the future water budget of the country,
it is unrealistic to expect that this will be achieved in the short term. A new two-dimensional vertical flow
model for the analysis of hydraulic test data was therefore developed towards the end of the project, when it
became clear that the flow in Karoo aquifers is mainly vertical. The model is therefore still not fully devel-
oped, but case studies have shown that it at least yields more realistic hydraulic parameters than horizontal
two-dimensional flow models. However, this two-dimensional representation will not be suitable for a man-
agement model of these aquifers.

One alternative approach that may solve the problem of inconsistent hydraulic parameters is the hori-
zontal fracture model of Gringarten and Ramey (1974). This rather complex analytical model was only
discovered after the completion of the project. No attempt was therefore made to evaluate the applicability
of the method to Karoo aquifers.

Another interesting result that followed from the three-dimensional model of the Campus Test Site is
that the water level in an open borehole represents an average of the piezometric levels in the fracture and the
aquifer, weighted in favour of the piezometric level in the fracture. It is thus difficult to decide precisely how
to interpret the water levels. Future observations of Karoo aquifers should therefore preferably be conducted
with piezometers. This may add to the cost in developing these aquifers, but then one will be able to interpret
the results meaningfully, and at the same time to collect the data required by a three-dimensional model.

The limited capacity of a water-yielding fracture implies that it can be dewatered easily, with a number
of undesired consequences of which the first and most obvious, one is a reduction in the borehole's yield.
However, there are other and more serious consequences that may take a long time to become noticeable.
For example, the three-dimensional model of the Campus Test Site has shown that the flow velocities in the
fracture are very high. The borehole and pump may thus become clogged with mud particles set loose by the
high flow velocities.

A fully or even partially dewatered fracture may also deform and even collapse. Deformation in an aqui-
fer or borehole is usually neglected in the management and operation of Karoo boreholes. However, there are
strong indications that the deformation of water-yielding fractures is more common than usually thought. The
complaint: 'my borehole has dried up', often heard from people who depend on Karoo aquifers for their water



152 Summary and Recommendations

supply, may indeed be the result of a collapsed fracture. This interpretation is supported by the observation
that it is often possible to drill a new, successful borehole within a short distance from the one that 'dried up'.
Another, less spectacular, but probably related, phenomenon is a borehole whose yield decreases with time.
The phenomenon has never been discussed in the literature, to the knowledge of the authors, but discussions
with farmers indicated that it is quite common in Karoo boreholes older than 10 years. Hydraulic tests, per-
formed during the project, also indicated that the deformation of a borehole in a Karoo aquifer may affect its
yield adversely. However, none of these observations could provide an estimate of the magnitude of such a
deformation. This only became apparent when one of the high-yielding boreholes on the Campus Test Site
was imaged with an acoustic televiewer, in June 1996. This borehole was surveyed geophysically on two
previous occasions; the first one carried out by the Department of Water Affairs and Forestry on 1992-06-04
and the second one by the consulting firm BPB Instruments Ltd on i 993-12-01. As shown in Figure 4-35, the
fracture zone that contains the water-yielding fracture is clearly visible at a depth of 23,0 m on both surveys.
However, neither the subvertical fracture, between 22,5 and 23,0 m, nor the highly warped zone at 23,8 m,
appears on the scans of these surveys. These features must therefore have developed after December 1993,
possibly through the reactivation of existing planes of weakness, caused by the extensive hydraulic tests
performed on this borehole. This suggests that the observed decrease in the transmissivity of the borehole over
the past five years, may have been caused by the deformation of the borehole. Deformations, be it only of the
boreholes themselves, may be thus be more common in Karoo aquifers than previously thought.

In conclusion, it can be said that there is little doubt that the behaviour of boreholes in Karoo
aquifers is completely determined by the presence of bedding-parallel fractures, which are mainly hori-
zontally orientated. This does not mean that there are no vertical or subvertical fractures in these aquifers,
or that they play an insignificant role, but only that they do not influence the behaviour of boreholes
significantly. Indeed, there are indications that vertical and subvertical fractures play a significant role
in recharging the aquifers. For, as shown by the contour map in Figure 4.39 of Kirchner et al. (1991),
Karoo aquifers are not recharged locally, but only in the surrounding hill tops, which usually contain
large numbers of vertical fractures.

11.3 RECOMMENDATIONS

The most important conclusion of the present study is that Karoo aquifers do not necessarily contain insuf-
ficient quantities of water, but that their complex geometry makes it difficult to withdraw the water reliably.
There is thus no reason, in principle, why Karoo aquifers cannot make a significant contribution to the water
budget of the country. The only prerequisite is that they are managed properly, and in accordance with their
basic physical properties, although this is probably more easily said than done. Admittedly, this interpreta-
tion differs, considerably from the conventional interpretation of the aquifers. However, it is the only
interpretation the project team is aware of, that allows one to interpret the observed behaviour of the aquifers
concisely and consistently.

The present interpretation of Karoo aquifers emerged from a study of the history of the aquifers, and the
interpretation of a limited number of hydraulic tests with a three-dimensional numerical model. Neverthe-
less, it did show that one will have to take the three-dimensional nature of the aquifers into account, in
managing the aquifers. However, this should not be so much of a problem, provided that the following
prerequisites are met.

It is well-known that any management model is useless, unless supported by sound and accurate meas-
urements. Unfortunately, previous studies of Karoo aquifers were usually based on the assumption that flow
in these aquifers is horizontal. Little attention was therefore paid to the three-dimensionality of these aqui-
fers. Future studies should therefore try to correct this imbalance in the observational data.

The success in implementing such an approach will ultimately depend on the solution of two related
problems—what observational techniques to use, and how to gather, store and manipulate the observational
data. The observational equipment available today, such as packers, is quite expensive and their applicability
often limited. Special attention should therefore be given to the development of less expensive, and perhaps
more appropriate observational equipment. The present attempt to develop more suitable and less expensive
packers at the Institute for Groundwater Studies should thus be encouraged. Attention should also be given
to incorporate more innovative techniques, such as in situ flow measurements, into the observations. Never-
theless, there are some steps that can be taken immediately, without increasing the cost of the study exorbitantly.
These include:

(a) Detailed geological logs must be kept of all new boreholes drilled in Karoo aquifers, with special
emphasis on the depths of water strikes.
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(b) At least one observation borehole should be drilled for every production borehole and equipped
with piezometers.

(c) Every production borehole should be equipped with a flow meter.
(d) The discharge rates of production boreholes and piezometric levels in the observation boreholes

should be measured routinely and stored in a suitable database.
Experience at Philippolis has shown that the local population is quite prepared to gather the necessary

information, accurately and reliably, if they are trained sufficiently and given the reason for collecting the
data. No severe difficulties are thus foreseen with the gathering of the data, which incidentally may also
create more jobs. The storage and manipulation of the observational data are another matter, however. As
anyone with experience in three-dimensional modelling knows, such models are quite complex, cannot be
duplicated at will, and require special computer resources and highly trained personnel. It may thus be
worthwhile for the Department of Water Affairs and Forestry to establish a special unit that controls Karoo
aquifers and directs their management, operation and future investigations.

The single most important prerequisite to satisfy the program outlined above, is also perhaps the most
difficult to achieve. That is, to change the attitude of groundwater practitioners. Considerable progress has
been made in the physics and chemistry of groundwater flow, yet these new principles are often shrugged off
with the remark: '... it cannot easily be used by practitioners', or the present methods are quite successful,
so why bother with new methods? As Sir Winston Churchill once said: 'Men occasionally stumble over the
truth, but most pick themselves up and hurry off as if nothing ever happened.' It is therefore important to
remember that Nature behaves in its own subtle ways, and not as prescribed by man. The possibility thus
always exists that factors discarded today in managing Karoo aquifers may have devastating effects on the
future behaviour of the aquifer, as the Love Canal disaster (Princeton University Water Resources Program,
1984) has shown. Since the Karoo aquifers have not been used extensively until recently, and groundwater
moves very slowly, there may still be a chance to avoid such a disaster, but only if appropriate observational
and managerial techniques are implemented now. This will not only ensure that future generations will still
be able to withdraw water from the aquifers, but can also lead to a considerable reduction in development
costs, if recent experiences in the oil industry (Clementz, 1997) can be used as a measure.

All known physical properties of Karoo aquifers were included in the computer program used to esta-
blish the three-dimensional model for the Campus Test Site. However, as pointed out in Chapter 2, it is
almost impossible to achieve this objective in an initial study. The present version of the computer program
is no exception to this rule. For example, the model does not take the deformation of the fracture, or the
aquifer, into account. The simulated flow velocities near the fracture in a perturbed borehole are also very
high. A future version of the model, therefore, may have to be based on the more general Navier-Stokes
equation, rather than the conventional groundwater flow equation in Equation (7.1), as in the present version
of the program. However, there does not exist sufficient observational data to justify such a drastic revision
of the model at the moment. It is therefore recommended that particular attention be given to: (a) the behav-
iour of the in situ flow field, and (b) the deformation of the water-yielding fractures and aquifers in future
investigations of Karoo aquifers.

The most controversial aspects in using Karoo aquifers for water-supply purposes are probably to site
suitable production boreholes and to determine the depth where the water will be struck. These problems were
not addressed specifically in this study, but were especially noticeable in the investigations at Rouxville.
Here, water was struck only at depths greater than 90 m, in contrast to the depths of 20-30 m, at Campus Test
Site, Dewetsdorp and Philippolis. None of the available geophysical techniques is able to detect at which
depths water will be struck, or delineate the bedding-parallel fractures in Karoo aquifers. It is therefore recom-
mended that attention be given to more innovative geophysical techniques that may solve these problems.

A particularly interesting method that promises to solve both problems at once, is the nuclear magnetic
resonance method, developed by by Russian scientists (Schirov etal,y 1991). This method is based on prop-
erties of the hydrogen nucleus itself. It should thus not be influenced by clay, or other electrically conductive
layers that frequently appear in Karoo formations and influence electromagnetic techniques adversely.

Another technique that seems equally promising is the seismic method of Rector and Marion (1991).
This method, which uses the drill bit as the seismic source, is able to provide real time data on the structure
of the aquifer and the horizons below the drill bit. However, it may be necessary to use more sophisticated
analytical techniques than is commonly used in seismic work, even those used in the original paper, if the
method is to be applied successfully.

Irrigation farmers are perhaps the people that benefit most from Karoo aquifers at the moment. How-
ever, the water canon and sprinkler systems they use are inefficient and a waste of water and money. An
attempt should therefore be made to encourage them to use more efficient irrigation methods, such as drip-
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and micro-irrigation systems. Experience in Israel has shown that these systems conserve considerable quan-
tities of water and increase crop production at the same time. Moreover, the systems do not require
high-yielding boreholes, and are therefore ideal for Karoo aquifers. An irrigation farmer who installs one of
these systems, therefore, will not only increase the productivity of his farm, but will also contribute to the
conservation of perhaps the most precious natural resource in South Africa: water.

Boreholes are undoubtedly the most cost-effective method to withdraw water from an aquifer. However,
the dependence of a borehole's yield on the presence and properties of a fracture raises the question if
boreholes are the best method with which to withdraw water from Karoo aquifers. Although some of the
adverse effects can be limited by pumping and spacing the boreholes judiciously, it may still be advanta-
geous to introduce other production methods, such as the ganats of the ancient Persians, in future studies of
these aquifers.



APPENDIX A

THE INTRUSION OF LACCOLITHS

A.I INTRODUCTION

The intrusion of magma into relatively undeformed sedimentary rocks, at high levels in the earth's crust,
received considerable attention in the late nineteenth and early twentieth centuries. One of the first of these
attempts was that of Gilbert, who studied many intrusions exposed on the flanks of the Henry Mountains in
south-eastern Utah (Johnson and Pollard, 1973).

Magma must obviously have a pathway before it can intrude into the earth's surface. The available
literature indicates that there are mainly two processes that may form such pathways. The first, and perhaps
the best known example, is the fracturing of the earth's crust by tectonic events (Rubin, 1995), and the
second, matrix melting (Maal0e, 1985). The main effect of matrix melting is the production of elongated
narrow dykes (Maal0e, 1985). This type of intrusion, therefore, could have been responsible for the numer-
ous linear dykes that is a characteristic of the Karoo landscape. However, judging from the discussion in
Maal0e (1985), it is difficult to see how matrix melting could have caused the formation of the large lacco-
lithic structures and the ring-shaped dykes, so typical of the Karoo landscape. A physical, more attractive
explanation of these structures is Gilbert's theory for the intrusion of laccoliths, as discussed by Johnson and
Pollard (1973). Since these structures seem to play a very important role in the geohydrology of Karoo
aquifers, this theory will now be described in more detail.

A.2 GILBERT'S THEORY FOR THE INTRUSION OF A LACCOLITH

To discuss Gilbert's theory, consider the schematic representation of a cylinder of overburden, lifted by a
normal force, acting in the vertical plane, as in Figure A—1. Suppose that the pressure of the magma (per unit
area), p, is equal across the base of the cylinder. The magnitude of the force N, normal to the base of the
cylinder with radius a, can then be expressed as:

N = IT a2 p

Similarly, if the shearing force, cr, is constant over the contact area, the total shearing force, S, acting on the
contact area of the overburden, with thickness d, is,

If pr denotes the density of the rock, the weight of the overlying rock mass is given by,

W = TTa2f>gd = TTa2pr

An intrusion therefore cannot lift the overburden, unless the difference between the magma force, N, and the
weight of the overburden, W, exceeds the shearing force, S, that is

a{p~Pr)Z2(jd (A.I)

The magma must thus have a minimum area, which Gilbert calls the limital area, or spread out laterally as a
sill, before it can lift the overburden.

It is important to note that Gilbert's theory does not require an external force to drive the magma. To see
this, one only has to look at the expression for the driving pressure, pd, which, in the case of a Newtonian
magma, assumes the form
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Peripheral Fault

Figure A- l Gilbert's model for the intrusion of magma.

where p is the density of the magma,/?0 the lithostatic pressure at the source and h the height of the fracture
above the source. Figure A-2 shows a graph of the driving pressure in an overburden 40 m thick, with the
given density distribution, and a magma density of 2 600 kg n r \ Notice also that the driving pressure
increases from the source up to the zone where the density of the host rock and magma is equal, and then
decreases. The driving pressure of the magma is thus highly dependent on the difference in density of the
magma and the host rocks.

Magma can, of course, also be squeezed upwards by tectonic events. Pore fluids in the host rock that
volatilize, or fluids dissolved in the magma, can also contribute to the total driving pressure. However, these
forces are not necessary to drive the intrusion of the magma. As pointed out in Section 4.2.1, the major
dolerite intrusions in the Karoo Supergroup occurred during the second pulse of the fragmentation of Gondwana-
land, which means that the continent was largely under the influence of stresses. The tectonics of the event
may thus have created the fractures for the intrusion, but did not necessarily partake in the intrusion.

The limital area of a laccolith essentially depends on two parameters: the thickness of the overburden
and the shearing force, according to Equation (A.I). Smaller laccoliths may therefore occur inside larger
ones, but higher up in the succession, as Burger et al. (1981) have observed at Philippolis.

A.3 BENDING OF THE OVERBURDEN

A.3.1 Uniform Driving Pressure

In the previous discussion, attention was mainly paid to the intrusion of magma. Nothing was consequently
said about the behaviour of the overburden. Pollard and Johnson (1973) based their study of the overbur-
den's behaviour on the theory of plates; an approach that will also be followed here.

The basic assumption of Pollard and Johnson (1973) is that the strata in the overburden can be repre-
sented by a series of thin plates, as shown in Figure A-3. They further assume that each layer is homogeneous
and isotropic, but that different layers may have different elastic properties. With these assumptions, the
vertical displacement, w(x,y), in a single layer above the laccolith must satisfy the well-known differential
equation of Sophie Germain for plates

D4
xw{x, y) + 2D2D2

vw(x, y) + D* w(x, y) = pd(x, y)lD

where ppc, y) is the driving pressure. The parameter

D=Et3/[12(\-<j2)] =

(A.2)

(A.3)

with t the thickness of the plate, E Young's modulus, cr Poisson's ratio, and B the elastic modulus, is com-
monly known as the flexural rigidity of the plate.

A further assumption of Pollard and Johnson is that the magma spreads out laterally over the elliptical area
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Figure A-2 Relation between the driving pressure of the magma and height of a fracture, in an overbur-
den 40 m thick, for a given density.

Figure A-3 Schematic representation of the intrusion of magma into an overburden consisting of differ-
ent strata.

c2) = l . (A.4)

This assumption may seem to be very restrictive, at first sight. However, as shown in Figure A-4, the most
probable geometrical shapes the magma can assume can all be regained from this equation by varying the
coefficients a and c.

Pollard and Johnson (1973) made two further assumptions to obtain the necessary boundary conditions
for Equation (A.2).
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(b) Circular plan

(a) Anticlinal plan

Figure A—4 Two common plan shapes described by Equation (A.4).

(a) The driving pressure is constant over the entire area of the intrusion.
(b) The displacement and slope on the centre plane of the layer are zero at the boundary of the

elliptical area, defined by Equation (A.4).
This yields the boundary conditions

w(x,y) =
= constant [O7«2+y7^i]

I(.x2/a2+y2/c2) = l]
(A.5)

The solution of Equation (A.2), subject to the boundary conditions in Equation (A.5), is given by (Filonenko-
Borodich, 1965; Pollard and Johnson, 1973)

w(x,y) = a2c2)] (A.6)

The displacement of any layer can thus be calculated if the driving pressure, elastic constants, geometric
constants and thickness of the layer are known. Figure A-5 shows cross-sections of the displacement in the
xz- plane (y = 0) for an anticlinal intrusion

2 V 2

and a circular intrusion

-2a2x

w(x,0)\ = =PAa4-2a2x2+x4)/64D

(A.7)

(A.8)

All other elliptically shaped intrusions have displacement magnitudes and shapes between these two extremes.
An interesting result that follows immediately from Figure A-5 and Equation (A.6), is that the plan

shape of the intrusion determines the displacement in the ^-direction. For example, the maximum displace-
ment for a circular intrusion is only 37,5% of that of an anticlinal intrusion, while the vertical displacement
increases with the fourth power of the distance that the magma spreads out laterally. The doubling of a
circular laccolith's diameter will therefore increase its maximum displacement 16 times.

It is obvious that the magma has to crystallize before the overlying layer reaches its elastic limit, if the
laccolithic intrusion has to preserve its form. Otherwise the layer will be significantly fractured, with a
corresponding deformation of the laccolith. The possibility to observe laccolithic structures in the field
cannot therefore be too high. Nevertheless, as shown in Figure 4-7, such structures do occur in the Karoo
landscape.

A.3.2 Linear Driving Pressure

The discussion thus far was limited to a uniform distribution of the driving pressure, over the entire area of
the intrusion. However, it is well-known that the velocity and pressure in a fluid generally increase towards
the centre of a conduit. It is thus rather unlikely that a uniform distribution of the driving pressure will ever
OCCUT, even in the case of magma.
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Figure A-5 Cross-sections of the displacements caused by (a) an anticlinal and (b) a circular laccolithic
intrusion.

Figure A-6 Linear pressure distribution over an anticlinal laccolithic intrusion.

The introduction of a non-uniform driving pressure can complicate the discussion of laccoliths consid-
erably (Filonenko-Borodich, 1965). The following discussion will therefore be limited to the case of an
anticlinal laccolith experiencing a linear driving pressure with the feeder conduit at the laccolith's centre, as
shown in Figure A-6.

It follows from Equation (A.4) that the displacements caused by the laccolithic intrusion in Figure A-6,
will only be a function of the co-ordinate in the ̂ -direction, in which case Equation (A.6) reduces to the one-
dimensional equation,

D mw(x) = pd ID (A.9)

The displacement of the linear driving pressure can thus be calculated easily by integrating Equation (A.9)
four times. The solution for the linear driving pressure in Figure A—6, subject to the boundary conditions,

w(x) = Dw(x) = 0 (x = ±a)

is given by

/240D)[10x4 -(2\x\5 /a)~l5a2x2 +7a4]

with Ul the absolute value of J:. This displacement profile is compared graphically with the one for a uniform
driving pressure in Figure A-7.
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Figure A-7 Displacement profiles of the layers over an anticlinal laccolith subject to: (a) a uniform, (b) a
linear and (c) a discrete driving pressure.

The displacements in Figure A-7, are very similar, except that the maximum displacement for the linear
driving pressure is only 70% of that of the uniform pressure distribution. Nevertheless, this exercise shows
that the thickness of a laccolith and the consequent deformation of the overburden depend on both the
magnitude and distribution of the driving pressure.

A.3.3 Distribution of Shearing Stresses in the Overburden

Pollard and Johnson (1973) evaluated the model of Equation (A.6) further by correlating the distribution of
the shearing stresses with the isochromatic patterns in photo-elastic gelatin layers. In the case of an anticlinal
laccolith, these stresses can be expressed as (Filonenko-Borodich, 1965)

0-^=0

= E(z2 - raa =va = E(z2 -

p d z ( 6 x 2 -2a2)It'

tw(x) ![2{\ - a2)] =
(A. 10)

IA-Z
2)

Contours of the maximum shear stresses are compared with the isochromatics of two gelatin layers, num-
bered from lower to higher order, in Figure A 8.

Although the match between the theoretical and experimental shear stresses in Figure A-8 is not perfect,
most probably because of differences between the theoretical and experimental boundary conditions, there
are some striking similarities. High shear stresses are concentrated at the top and bottom of the layer, over
both the centre and the periphery, with the extreme values at the contact of the plate and the tip of the laccolith.

The shearing stresses in Equation (A. 10) are linear in the driving pressure, pd, but cubic in the thickness,
t, of the layer. A layer with a thickness, It, will thus deform eight times less than one with a thickness, f, for
the same driving pressure. The deformation of a layer thus depends more on its thickness than on the driving
pressure.

A.4 DEFORMATION OF THE DISPLACED OVERBURDEN

A.4.1 Viscosity of the Magma

The previous expressions for the displacement of the overburden have all been derived with the implicit
assumption that the magma remains in a state of fluidity. Any crystallization of the magma must obviously
have some effect on the distribution of the driving pressure, and thus on the shape of the laccolith. Indeed
Paige (Pollard and Johnson, 1973) has argued that the crystallization of the magma, from the ends of the
intrusion toward the feeder, will cause a central bulging of the laccolith. To investigate this possibility,
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<b)

Figure A—8 Distribution of the maximum shear stresses in a layer overlying a laccolithic intrusion, (a)
Theoretical distribution for a layer, with a length to thickness ratio of 4. (b) Contours of the
isochromatics determined from a photo-elastic gelatin model. [Redrawn from Pollard and
Johnson (1973).]

consider the case where the magma is only restricted to a small part, /, of the laccolith shown in Figure A-9.
In this case the shearing forces must satisfy the equation

if equilibrium is to be maintained in the z-direction. The resulting displacement in the z-direction, subject to
the boundary conditions,

is then of the form

vfU)|,=±fl = 0 and Dxw(x)\^a = i

w(x) = pd 1(2 I x I3 ~3ax2 + a3 )/24£>

This displacement, which is also shown in Figure A—7 for the case where / = a/5, is smaller than those caused
by the uniform and linear distributed driving pressures. However, its shape does not differ drastically from
that of the uniform and linear distributed driving pressures. The shape of a laccolithic intrusion thus does not
seem to correlate with the magma viscosity. This conclusion is further strengthened by the analysis of the
shearing stresses and bending moments of the laccolith {Pollard and Johnson, 1973).

A.4.2 Stretching of the Overburden

The conventional theory of plates assumes that the centre plane will not stretch during the deformation of the
plate. This will only be true if the centre plane is detached from its boundary and able to slide horizontally
towards the centre of the deformation. Since such a sliding is not very likely in geological strata, the centre
planes in laccolithic intrusions are probably stretched.

To derive an expression for the stretching of the layer, consider the situation shown in Figure A-10,
where the layer has been stretched from its original length, a, to its final length, a'. The longitudinal strain of
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Figure A-9 Schematic representation of a non-uniform pressure distribution over a laccolithic intrusion.
The driving pressure with a constant magnitude, p'd, acts out only over the distance / in the x-
direction.

>< Original Length a >H

Figure A-10 Schematic representation of the stretching in the centre piane of a layer displaced to its maxi-
mum, vfm, by an intruding laccolith.

a layer, due to stretching, can then be defined as

(A.ll)

The final length of the layer's centre plane can be computed from the expression for the length of a line segment

and the expressions for the displacement in Equations (A.7) and (A.8), to obtain

where wm is the maximum displacement, which equals /yj4/64£> for a circular laccolith and ptp.Ai2AD for an
anticlinal laccolith.

The integral in Equation (A.12) can be evaluated by expanding the square root term with the binomial
theorem, to obtain

e'^- 0,61(wJa)2 +0,27(wJaY (A. 13)

The expression for strain in the plane due to bending can be computed from its expression in Equation
(A. 10), and is given by

el=4wmz(3x2-a2)/a* (A. 14)

The bending strain is thus a function of x and z. The strain, which is zero on the centre plane {z - 0), also
known as the neutral plane, varies linearly across the layer and achieves its maximum at the top and bottom
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Figure A- l l Schematic representation of the longitudinal bending strains across a layer deformed by a
laccolith.

surfaces of the layer, as indicated in Figure A - l l .
An important result that follows immediately from Equation (A. 14) and Figure A- l 1 is that the bending

strains are contractions over the bottom surface of the layer at the laccolith's centre, and extensions over its
periphery. Bending thus encourages magma to penetrate the overlying layer on the periphery, but discour-
ages it at the centre of the intrusion. Moreover, the largest longitudinal extension in the plane of the layer acts
perpendicular to the periphery. The first extension fractures to form in an over-stretched layer should, there-
fore, appear on the periphery of the layer and open downward. The easiest way for the magma to intrude, is
thus into the fractures on the periphery of the layer, thereby forming a peripheral dyke. Figure A-l 2 shows
the development of such a peripheral dyke, as observed by Pollard and Johnson (1973) in their experimental
studies with gelatin models.

The total strain obtained by adding the longitudinal strain in Equation (A. 13) to the bending strain in
Equation (A. 14), will tend to move the neutral surface upwards over the intrusion's periphery and down over its
centre. Extensions due to bending will thus be enhanced and contractions diminished during the intrusion of a
laccolith. Large longitudinal strains will therefore improve the conditions for the formation of peripheral dykes.

It is important to note that the longitudinal bending strain is a function of z. A thick layer of overburden
will therefore develop a proportionally larger strain than a thin layer, for the same values of a and wm, and
will thus be more susceptible to the formation of peripheral dykes than a thin layer of overburden.

A.5 A MULTI-LAYERED OVERBURDEN

The discussion has thus far concentrated exclusively on the effect that an intrusion will have on a single layer
directly above it. This situation will rarely occur, if ever, in the Karoo Supergroup with its various layers of
mudstones, siltstones, shales and sandstones. One approach to this problem is to represent each lithological

Figure A-12 Formation of a peripheral dyke in experimental gelatin models. [Redrawn from Pollard and
Johnson (1973).]
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unit as a distinct layer, free to slide over the adjacent layers. Real lithological units will undoubtedly exper-
ience some bonding and friction. However, the large-scale fracturing at the contact planes of the units in the
cores, from the Campus and Dewetsdorp test sites, suggests that this approximation is not too unrealistic for
the Karoo Supergroup, particularly its Beaufort and Ecca members. In any case, it is possible to extend the
model to more complicated situations, ranging from the free-sliding to perfectly bonded layers, should the
need arise. The discussion to follow, however, will be restricted to an overburden composed of n free-sliding
layers with individual thicknesses, f., and elastic moduli, B.,

The effective flexural rigidity, Df, of a set of n free-sliding layers is just the sum of the individual
rigidities, as defined in Equation (A.3), that is

Dt, =

Equation (A. 15) can also be expressed in the form

where B is the effective thickness of the n layers—the thickness of a single layer that has the same flexural
rigidity as the stack of n layers—and

if all the layers have approximately the same elastic moduli. It is not difficult to show that the cube root of a
sum is always less than the sum, that is

The effective thickness of a free-sliding n-layer overburden is thus always less than the thickness of the n
layers. A thick-layered overburden, therefore, will not present as large a resistance to elastic deformation as
one might have thought.

The layers of Karoo sedimentary rocks certainly have different elastic moduli, while their original con-
tact planes were rough. It will therefore be difficult for such layers to slide across one another when displaced
by a laccolith, without weakening or fracturing their contact planes. The intrusion of laccoliths may thus
have been responsible, or at least have contributed, to the existence of a major feature of Karoo formations—
bedding-parallel fractures. The frequency with which bedding- parallel fractures occurs in Karoo formations
and their sizes can be judged from the photograph of the core from Borehole CH6 on the Campus Test Site
in Figure 4—9. The intrusion of laccoliths therefore presents an ideal mechanism for the formation of the
numerous ring-shaped structures in the Karoo landscape and the bedding-parallel fractures that play such an
important role in the physical behaviour of Karoo aquifers.



APPENDIX B

DESCRIPTION OF EQUIPMENT USED IN THE HYDRAULIC TESTS

B.I GENERAL

The hydraulic parameters of an aquifer can only be determined by evaluating the reaction of the aquifer under
stress. Special attention was therefore given to the development of accurate and versatile equipment to: (a)
induce stress in the aquifer, (b) measure the reaction of the aquifer under stressed conditions and (c) develop
the necessary software for data capturing, in the project. Since this equipment differs substantially from that
commonly used in hydraulic tests, their development and application are briefly discussed in this appendix.

B.2 THE PUMPING SYSTEM

The main aim of the project was to investigate a number of aquifers in the Karoo formations. This necessitated
the development of a pumping system that could be transported easily. A pumping system, consisting of

(a) a 5 kW electricity generator,
(b) a submersible pump with a maximum capacity of 2,210"^ m3 s 1 ,
(c) a flow meter with a range of 2,7 • 10^ to 2,7 • 10"5 m3 s'1,
(d) a winch to install and withdraw the pump to a depth of 60 m,

with the necessary valves, pipes and cables was therefore mounted on a trailer, as illustrated in Figure B—1.
The system has been used very successfully during the project.

Generator

Pump I

Figure B- l Graphical illustration of the pumping system used in most of the hydraulic tests described in
the report.

B.3 PRESSURE TRANSDUCERS

Changes in water levels and piezometric levels are the most important observables in hydraulic tests. Jt is
therefore of the utmost importance that these quantities are recorded reliably and accurately. The measure-
ments were therefore taken with commercial SensorTechnics model PT2015G4 pressure transducers, each
housed in a watertight brass container. This meant that their calibration curves

(B.I)

-165 -
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Figure B-2 Calibration curve for one of the transducers used in the project.

had to be determined individually. Two methods were used for this purpose. In the first method, the transducers
were placed at fixed depths in a drum. Their currents, /, and the water pressures, h, were then measured at
every depth. The process was repeated three times for each transducer, and the averaged values fitted to
Equation (B.I) with a linear least squares algorithm. The procedure was also repeated in a borehole. The full
calibration was repeated six months later to ensure that the calibration curves were not subject to experimen-
tal drift. The results for transducer No. 12 are shown in Figure B—2.

Measurements with the transducers were all recorded electronically on an IBM-compatible personal
computer that also served as the storage device for the data. A new program, which also allows the user to
display the progress of a test and quality of the data, was written in C for this purpose.



APPENDIX C

MATHEMATICAL REDUCTION OF DIMENSIONS

C.I INTRODUCTION

The fundamental concept in the mathematical reduction of dimensions of a given physical phenomenon is to
integrate the governing equation(s) over the dimension to be omitted. This is a relatively straightforward
procedure in Cartesian co-ordinates (Botha, 1996), but can become somewhat involved if one also wants to
transform the co-ordinates themselves, as envisaged in Chapter 10. The various mathematical procedures
are therefore briefly discussed in this appendix, be it merely for the benefit of readers who are not acquainted
with the fundamental procedures of transformations.

C 2 MATHEMATICAL PRELIMINARIES

C.2.1 Transformation of the Elementary Volume Element

The elementary volume element is the most basic concept in the transformation of one co-ordinate system
into another. Although the concept can be applied to any type of co-ordinate system, the present discussion
will be limited to the two orthogonal co-ordinate systems

Let

= (x, y, z) and u = (w, v, w)

dfl = dxdydz and dT = dudvdw

denote the elementary volume elements in the two co-ordinate systems respectively, and let (i, j , k) and (e (, ev, eir)
be two sets of orthogonal unit vectors, associated with the co-ordinate systems, as illustrated in Figure C-l .

Application of the chain rule for differentiation (Hildebrand, 1976) shows that the elementary distance
vectors in the two co-ordinate systems, dx and du, must be related by an equation of the form

dx= dy = J dv =Jdu

U J [dwj

where

Figure C-l Schematic representation of the unit vectors associated with two orthogonal co-ordinate systems.
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J = D v D y D l
I it* V* w*

is known as the Jacobi matrix, and its determinant

Dux Dvx DKx
J = det(J) =

as the Jacobian of the transformation.

(C.1)

Consider now the triple product (aXb)»c of the three vectors (a, b, c) directed along the three axes of the x-
co-ordinate system. Since the co-ordinate system is orthogonal

(C.2)

The elementary volume element, d(l = dxdydz, spanned by the elementary vector

dr = dr(x,y,z) = idx + jdy + kdz (C.3)

in the x-coordinate system, can thus also be expressed as

Let r be the position vector from the origin of the x co-ordinate system to the origin of the u co-ordinate
system, denoted by P in Figure C-l , and let Dv(x) and Dxv{x, t) denote the ordinary and partial derivative of
v with respect to x respectively. It is well-known that the derivative of a function.^.*), Dftje), is always tangent
to the function at the point x. This means that the vector

(C.4)

must be tangent to the w-axis at the point P. The vector

eB - D.r/A,, (C.5)

is thus a unit vector tangent to the u-axis, where

h ={D r-Dr)w

denotes the Euclidean norm, also known as the scaling factor, of DBr, with similar factors for the other two
unit vectors, ê  and ew. The elementary radius vector, dr, in Equation (C.3) therefore assumes the form

dr=D rdu + D rdv + D rdw = (hdu)e +(hdv)e +(h

in the u co-ordinate system, after another application of the chain rule for differentiation.
The size of the volume element, dfl, must clearly only depend on the magnitude of dr and not the co-

ordinate system used for its definition. This means that dil must satisfy the equation

= (hudutu xhvdvev)-hudwtw = h^hjudvdw =

in the u co-oordinate system, according to Equation (C.5), or

uz) X (iDvx + jDvy + kD^)]-(iDwx + jDw;y + kDwz)dT
= [DH xDvyDwz + DuyDvzDwx + DuzDvxDwy - DKxDvyDuz - DvyDvzDux - DKzDvxDuy]dT
= JdT

(C.6)

where J is the Jacobian of the transformation, as defined in Equation (C.I), if one uses the expressions for
dr and e, in Equations (C.4) and (C.5), respectively.
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The previous results are particularly useful in deriving expressions for the vector differentiation and
integration of scalar and vector functions (Spiegel, 1974). Two expressions that will be particular useful in
the following discussion are the gradient of the scalar function <t>(u, v, w)

c
(w, V,W) —

II

(«, v, w) =

and the divergence of the vector-valued function A(w, v, w)

(«, v, w) = [D,, (hvhwAK) + Dv, (hwhu

«, v, w) — (w, v, w) ~
W

J] IJ

(C.7)

(C.8)

C2.2 Cylindrical Co-ordinates

Although there are other orthogonal co-ordinate systems that are very important in the theory of groundwater
flow, the present discussion will be limited to the cylindrical co-ordinates that are particularly important for
the discussion in Chapter 10. These co-ordinates, conventionally denoted by the symbols (r, §, z), are closely
related to the Cartesian co-ordinates (x, y, z), through the equations

z = Z O > 0, 0 < $ < 2ir, z = z)

as shown in Figure C-2. The scaling factors and Jacobian of cylindrical co-ordinates are thus given by

* r = l , h^=r, hz=\, J = r (C.9)

and the Cartesian volume element by

dil = dxdydz = rdrdfydz = JdT (C. 10)
where

dT = drdfydz

is the volume element in cylindrical co-ordinates.

C.2.3 Leibnitz' Rule for a Vector-valued Function

The main tool for the mathematical reduction of dimensions is Leibnitz' rule for the differentiation of an
integral of a vector-valued function. This rule is usually quoted in textbooks [see e.g. Hildebrand (1976)] in

FigureC^2 -Diagrammatic illustration of the relation between the Cartesian co-ordinates, (x, y, z), and
cylindrical co-ordinates (r, tj), z)-
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the form

J7 JJ(x,r)dT- f(x,a)Da(x) + f(x,b)Db(x) (C n )

In this form the rule applies only to functions of one variable. However, it can easily be expanded to vector-
valued functions.

To achieve this, let <r represent one of the three orthogonal co-ordinates ^ = (£, i\, Q and t the time, and
consider the vector-valued functions F(£, t) and f(£, t, T) defined by the integral

The function F(£, /) may thus also be considered as a function of the parameters a(£, f) and &(|, r), that
is F(£, f) = F(£, t, a, b). Therefore, if «(*-, f, t) denotes the ^-component of the function f( | , f, t), the *-
component of F(j=, /) can be expressed as

Since the spatial dimensions, £, are independent of the time, the partial derivative of £/({;, f, a, b), with
respect to one of the spatial dimensions, cr (= £, in, or Q, can, if it exists, be expressed through the chain rule
of differentiation (Hildebrand, 1976) as

t, o, b) = DnU($ U a, b\aj> + DflI/(€, t, a, b)Dna($, t) + DhU^, t, a, 6)D^(€, 0 (C. 12)

where D,j[/(i;, t, a, b)\a^ is used to denote the partial derivative of [/when a((;, t) and i>(£, t) are both kept fixed.
To evaluate the other partial derivatives appearing in Equation (C.I2), let G(|, t, T) be a function such that

The integral of [/({;, t,a,b) can thus also be expressed as

l/(& /, a, 6) = f(i< DG(fe I, T)C?T = G(|, /, 6) - G(£, r, a)

The partial derivatives of £/(£, f, a, b) with respect to a and 6 are thus of the form

DaU(lt,a,b) = -DaG($.t,a) = -«(fcr,a)

Substituting these values into Equation (C. 12) and keeping in mind that a and b are fixed in the first term on
the right-hand side, Equation (C.I 1) can be used to rewrite Equation (C. 12) as

btx.l)

o(i.O o(iJ)

Although Equation (C.13) has been derived with special reference to the tr-component of the vector-
valued function f(|, i), it is clearly also valid for the other components. Equation (C. 13) can thus be expressed
in vector notation as

*(t.o *(fco

while

I I f, a)Vo(|, r)
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A particular important application of Equations (C. 14) and (C. 15) arises when x is taken as one of the
spatial dimensions and the integration performed in this dimension. To be more specific, let o again denote
one of the spatial dimensions £j, r\, or £, and a' the remaining two. Consider now the first term on the right-
hand side of Equation (C. 14)

(J-2 o-j it-z

JVf(£t,<r)d<r- JV'-f(%',t,tr)do- + jDJa(g,t,<j)da

where, V denotes the gradient operator associated with £',/„•(£', f) the cr-fh component of f(£, /, cr) and (cr[,
o-2) the integration limits corresponding to a(£,, t) and 6(ij, r), respectively. This equation can further be
transformed by applying Equation (C.13) to the first term on its right-hand side, to obtain

{T2 ^ 2

J V-f (g', t,o)dv = V'j f (4', t,a)dcr + r(|', o-,, r)-V'o-,C 0 - f (|', o-2> tyV<T2(g, t)

and similarly for Vu(x, t)

f Vu(x', a, f)rfu = J V'u(%, o-, f Wo- + K J D^Cij', o-,

(C.16)

1

where K is the unit Cartesian vector in the direction of a.

C.3 REDUCING THE DIMENSIONS OF THE GROUNDWATER FLOW EQUATION

The groundwater flow equation

S0Z>,<p(x, 0 = V-K(x, f)Vcp(x, 0 + / (x , 0 (7.1)

is nothing more than the mathematical expression for the conservation of fluid mass in the elementary vol-
ume element dCl of Equation (C.IO), also known as the local conservation of mass. The global form of the
equation, which is more suitable for the development of the two-dimensional flow equation, is obtained by
integrating Equation (7.1) over the whole domain, £1, of the aquifer to which it applies. This yields the
equation

f SoD,<p(x,0rfa- fv-G(x,tVO- |7(x,0rfft = 0 (C.I8)

where

The easiest way to reduce Equation (C. 18) to a two-dimensional vertical form is to rewrite the equation
in terms of the cylindrical co-ordinates, defined in Section C.2.2, and then integrate over the angular co-
ordinate. Consider for this purpose first the term on the left-hand side of Equation (C.18), which can be
expressed in cylindrical co-ordinates through Equation (C.6) as

J S0Dr(p(x,t)dCi = | r50D,cp(r,4>,z7t)dV = J rSQD,<p(r,4>,z,t)drdzd§

The discussions in Sections 6.7 and 9.3.4 have shown that the predominant direction of flow in stressed
Karoo aquifers is vertical. This implies that the Darcy velocity varies only in the vertical direction, that is

q(x, t) = -KV<p(x, t) = - K D <p(z, t)
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and thus that the piezometric head, tp(r, f, z, t), and the source term,/(r, <|>, z, t), must be independent of
The term on the right-hand side of the equation can therefore be integrated directly to obtain

if it is assumed that SQ is independent of 4>-
The first term on the right-hand side of Equation (C.I8) can likewise be expressed as

V-G(\,t)dil = fv-G(r,$,z,t)rd&dnk = J | rjv-Gir^z^d^Adrdz (C.20)

The integral in square brackets on the right-hand side can also be expressed through Equation (C.16) as

£ ' V-G(r, 4>, z, t)d$ = V- J|G<r, <fc z, t)d® + G^r,$2, z, t) - G^(r, <)>,, z, t)

since the integration boundaries are both constants. The assumption of vertical flow implies that G(r, <J>> z, t)
is also independent of <$>• The last two terms in the previous equation are thus identical and vanish. Equation
(C.20) can thus finally be expressed as

J VG(x,t)da = | r\V-JG(r,z,t)d$\drdz = 2-njrV-G(r,z,t)drdz (C.21)

The last term of Equation (7.1) to consider, is the source term. This term represents the volume of water
discharged from (or recharged to) the aquifer. It is therefore related to the rate at which water is discharged
from (or recharged to) an aquifer. For example, the rate at which a single borehole is pumped in a constant
rate, step drawdown or multi-rate test, Q(t), must satisfy the equation

&J) = f f(x, t)d£l = f f(r, & Z,

The term on the right-hand side of this equation can be integrated at once with respect to <J>, since/(r, <(>, z, t)
does not depend on <|>, to obtain

[rj7(r, z, t)d$\drdz = 2irJ r/(r, z, t)drdz (C.22)

Unfortunately, there does not exist an explicit expression for/(x, t). This difficulty is usually surmounted
in two-dimensional flow models by assuming that the source can be represented as a point source, defined as

where x() is the position of the source and 5(x - xn) the three-dimensional Dirac delta function, defined by the
equation

f f f g(x -xo)S(x - x0VO = f f+ Cg(x - x0Mx - x0My - yonz - z^dxdydz = g(x0)

with g(x) an arbitrary function of x. The same approach can also be applied here, except that the point source
must be replaced by the line source

where d is the thickness of the aquifer and r0 the position of the borehole. Substitution of this expression for
fir, z, t) into Equation (C.23) yields

(C.23)f \r\1f(r,z,t)d<b\drdz=^p-\ Ur-rn)drdz

The global, vertical, two-dimensional flow equation can now be obtained by substituting Equations (C.19),
(C.21) and (C.22) into Equation (C.18), to obtain
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2TT f rS0Dtip(r,z,t)drdz-2TT\rV>G(r,z,t)drdz-^ f b(r-rQ)drdz = 0
Jr.i Jr.z d Jr,z

or

^ rJ50D,«p(r, z, t) - V-G(r, z, f) - £ ^ S { r - r0 )Ur*fel = 0

Since there are no constraints on the domain of the integral, this equation can only be valid if the integrand
vanishes, that is

rSa(r,z,f)D,<p(r,z, t) = rV-[K(r,z, t) V<p{r,z, t)] + ^-S(r- r0) (C.24)

This is the equation that governs groundwater flow in a vertical two-dimensional plane.
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Constitutive parameters 9, 10
relation to hydraulic parameters 9

Cooper-Jacob method 91
association with radial flow 91
basic assumption 91

Core-borehole 5, 8, 11, 149
stratigraphic classification of 39

Creep fracture 29
Cretaceous 5, 25, 149
Cretaceous period 27
Cylindrical co-ordinates 169

D

Daptocephalus zone 38
Darcy's law 9
Deep-water sedimentation 18
Density of water 97
Department of Geohydrology 5, 50, 78, 84
Department of Geology 4
Department of Water Affairs and Forestry

5, 8, 67, 69, 77, 91, 129, 152, 153
Dewetsdorp 4, 8, 64, 67

Borehole Bl 69
Borehole BIO 69
Borehole B l l 69
Borehole B2 69
Borehole B3 69
Borehole B4 69
Borehole B5 70
Borehole B6 70
Borehole B7 70
Borehole B8 70
Borehole B9 69
Borehole C5 69
Borehole G36430 69
Borehole G36464 69

Dewetsdorp test sites 67-70
difference in water levels 69
geohydrology of 69-73

effects of dolerite intrusions on 69
geology of 67-69
presence of faults 70
properties of geological units 70

Dicynodon Assemblage Zone 38, 39, 44
Dicynodon fossils 38
Dilation 30

properties of 30
Dirac delta function 172
Dirichlet line source approximation

103, 105, 107-109
convergence of 109

dependence on element size 107
in space 111-112
in time 109
influence of finite element grid 112

numerical errors in 119
Dirichlet surface source approximation 105, 105—

107
behaviour of 106, 107
changes in finite element sizes 1 ] 3

insensitivity to 113
convergence of

dependence on element size 108, 110
. in space 109 111

in time 109
Discharge rate 100
Discontinuous hydraulic parameters

103, 104, 113
as internal boundaries 103
avoiding 104
smearing of 103, 104, 117

Discontinuous parameters
correct handling of 104

Dolerite dykes 30, 32, 75, 90
as sites for boreholes 90-91, 149

difficulties with 71, 90-91, 149
at Dewetsdorp 69

properties of 69
weathering of 32-34

dependence on grain size 32-34
influence on success rate of boreholes 32, 35

weathering pattern 35
Dolerite intrusions 27, 149. See also Magmatic

intrusions
effects on Karoo sediments 30
geohydrology of 30
types of 149

Dolerite sill 25, 27
definition of 27
emplacement of 27
form of 27
interpreted as a laccolith 27
properties of 27
time of emplacement 27
undulating 26, 149
weathered 35

Drakensberg lavas 21, 25, 30
associated intrusions 25
association with ring dykes 26

support for 26
effect on nearby regions 25
extent of cover 25
outpour of 25

incongruous 25
intrusion into fractures 25
less-extensive phases 25

thickness of 25
Drill chips 8
Dwyka diamictite 15

clasts in 15
Dwyka Formation 13, 15

composition of 15
deposition of 15

interpretation of 15
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hydrological properties of 15
ordering in cycles 15

Dwyka shales 15
Dwyka tillites 15
Dyke

Gap 29
linear. See Linear dolerite dykes
ring. See Ring dyke
ring-shaped. See Ring dyke

E

Eastern Cape Province 25, 26
Ecca Group 16-18, 27, 38, 39

composition of 17
delta systems 16
deposition of 16-17
fluvial systems 16
hydrological properties of 17
prodelta sandstones 18
volcanic activity 17

Ecca sediments
reworking of 17

Ecca shales
as sources of groundwater 17
densities of 17
porosities of 17

Electronic recording of drawdowns 77
advantages of 77

Element 104, 112, 113
Element boundaries 104
Element sizes 104, 107, 108, 110, 112, 113
Elementary distance vectors 167
Elementary radius vector 168
Elementary volume element 167

definition of 168
transformation of 167-169

Elliot Formation 20. See also Stormberg Group
hydrological properties of 21
sedimentation of. See Sedimentation: Elliot

Excess pressure 27
Experimental sites 4-5, 37. See also Test sites

at Dewetsdorp 5
purpose of 4, 37

Factors
controlling flow in aquifers 9

Fauresmith 29
Ficksburg 22
Field observations 6
Finite element grid 99, 105, 110, 113, 112

generation of 104
Flexural rigidity of a plate 156
Flow velocities 98

in situ measurement of 98
Fluvio-glacial environment 15
Force

adhesive 7
Fracture 27, 29

contraction of 90
dewatering of 126
expansion of 90
flux of a fluid through 76

dependence on aperture 76
Fracture aperture

effects of dewatering 90, 125
effects of rewatering 90
influence on borehole yields 90

Fracture drawdown cone 126
behaviour of ] 26

Fracture flow 76
properties of 76

Fracture hydraulics 87-88
influence of multiple fractures 88
influence of piezometric pressures 88
role of fracture recharge 87
role of rock matrix 87

Fracture mechanics 89-90
Fracture plane 6

preferential dewatering of 117, 125, 126
Fracture propagation

velocity of 29
Fracture skin 91
Fracture velocity 29
Fracture zones 8
Fractures 4, 5, 22, 25, 30, 32

as sources of water 30, 65
bedding-plane. See Bedding-parallel fractures
density of 30
formation of 35
subvertical 71

conduits for surface water 71, 150, 152
Free State 20, 26, 29, 38

G

Galerkin finite element method 99, 104
Gaussian quadrature rule 104
Geological boundary 95
Geological formations 1, 4, 9

heterogeneity of 10
Geophysical techniques 30
Gilbert's theory

for the intrusion of a laccolith 155-156
Glaciomarine conditions 15
Gondwanaland 13, 15

fragmentation of 25, 27, 149, 156
tectonic movement of 5, 25, 149

Grid generator Qbik 104
Gringarten-Ramey model 92, 151

dependence on fracture size 92-93
Groundwater 1

in South Africa 1, 149
occurrence of 4
scientific study of 4
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Groundwater flow equation 97, 171
conservation of fluid mass 171

Groundwater model 8, 9
three-dimensional 6, 95, 112

difficulties with 151
two-dimensional 112, 125, 133
two-dimensional vertical flow 133, 135, 151

limitations of 151

H

Harmonic tremors 29
Hexahedral elements 104
Horizontal flow model

analytical 91
inapplicability to Karoo aquifers 91

Hydraulic conductivity 15, 113, 139
horizontal 82, 95

Hydraulic conductivity tensor 97, 121, 134
Hydraulic parameters 6, 9, 119, 122. See also

Storativity; Transmissivity
dependence on depth of pump 80
derivation of 10

difficulties with 10-11
from numerical solution of inverse problem
136

determination of 1
determined by aquifer's void geometry 11
estimation of unknown 119
inverse problem 11
representative of an aquifer 10

Hydraulic test 1, 7, 9, 10, 37. See also Packer
tests

analysis of 1-3, 3, 22
analysis of vertical flow 133
analytical models

inadequacy of existing 37
and behaviour of an aquifer 7
conceptual models

inadequacy of existing 149
constant rate test 133, 172

behaviour of water levels 84, 85, 86, 150
decline and stabilizing of water levels 84, 150
disadvantage of 81
length of stability phase 86
performed at De Aar 87
performed at Dewetsdorp 87
performed at Philippolis 84-88
performed on the Campus Test Site 85
stabilization of water levels 85

difficulties with 10, 11, 150
equipment used in 165-166

pressure transducers 165-166
pumping system 165-166

inverse modelling of 135-142
multi-rate test 127, 130, 172
step drawdown test 86, 88, 133, 138, 143, 172
time-dependence of 10

invalid interpretation of 10
Hydrocensus 32, 150
Hydrochemical actions 75, 90-91

relation to groundwater chemistry 91
Hypothetical aquifer 107, 109, 113, 119

Initial condition 98, 105, 106, 107, 119
Institute for Groundwater Studies

4, 103, 133, 145, 152
Interactions 8
Inverse model 11
Inverse problem 11

difficulty with 11
methods to solve 136
non-uniqueness of solution 11, 136

Island arc 15
definition of 15
development of 15
relation to Cape Fold Belt 15

Jacobi matrix 168
Jacobian 168, 169
Jagersfontein 29

diamond mine at 29
Jurassic 5, 13, 25, 38
Jurassic age 27

K

Karoo 1
Karoo aquifers 1, 8, 104, 113, 117, 135

ability to transmit water 76, 150
influence of bedding-parallel fractures 76

analytical models for 93-92
difference between radial and linear 91-92
difficulties in establishing 91
importance of vertical flow 91

as dual porosity aquifers 75
availability of water 1, 152

factors influencing the 130, 150
behaviour of 3, 6, 8, 75-

93, 92, 95, 117, 125-126, 149, 150. See
also Bedding-parallel fractures: conduits of
water in Karoo aquifers

controlled by bedding-parallel fractures
64, 76, 87, 92, 149, 152
controlled by complex geometry
75, 92, 128, 152
controlled by dolerite dykes 90
factors influencing the 90, 117
global 75
local 75

constant rate tests 77
repeatability of 77, 79

deformation of 6, 89, 92-93, 151
evidence for 89-90, 90
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mass transport and 93
fracture geometry 45, 150

de^rmination of 129
methods to determine 129

geohydrology of 32
influence of linear dolerite dykes 35
related to laccolithic intrusions 32

geometrical representation of 65
geometry of 5, 37, 75

complexity of 73, 149
description of the 73
deviation from other media 5
explanation of 35, 37, 149
influence of bedding-parallel fractures 73
influence on hydraulic behaviour 75, 149
influence on management 75, 128
significance for nature of flow 128
significance for solving problems associated
with 73, 150

Gringarten-Ramey model for 92, 151
hydraulic conductivity of 65

influence of microfractures 65
hydraulic parameters 6, 133

constraints on determining 129
interpretation of 124

influence of linear dykes 35
linear and radial flow

distinction between 128
linear flow in 75, 91, 128
management of 23, 124

factors influencing the 130, 149, 152
influence of pump depth 81

nature of flow in 75-76, 92, 117, 128
control by bedding-parallel fractures 75, 92

numerical model for 95
advantages of 95
dependence on physical properties of the
medium 95

pollution of 73
properties of 22-23, 75, 113, 133, 149

related to palceo-environment 5
radial flow in 91
recharge areas 32
recharge potential of 1
requirements of a successful model 129
role of fractures 5
sedimentary rocks as main storage units for water

65, 75-76, 86
significance of linear dolerite dykes 35

reasons for 35
storativity of 65

influence of microfractures 65
sustainability of discharge rates 88
types of flow in 75
unreliability of 1
vertical flow in 91, 128, 133 *

significance of 73, 76, 117, 150

water balance studies of 1
yields of boreholes 22, 87

controlled by bedding-parallel fractures 76, 87
sustainabiiity of 76

Karoo Basin 13, 15, 18
location of 13
subsidiary basins 13

Karoo boreholes
fractured-controlled behaviour of 6, 87—90

absence of in single-layered aquifer 88
explanation for 88
related to fracture deformation 90
relation to boundary effects 88
relation to dolerite dykes 88

limit to efficient pumping rate 87, 88, 127
Karoo formations 5, 8

conceptualization of 95
deformations of 6

mechanical 30
interpretation of 37
microfractures in 75
presence of fractures 5
susceptibility to matrix diffusion 63
yields of boreholes 1

Karoo landscape 5, 25
characteristic feature of 34
ring-shaped dyke structures 26

Karoo rocks 22
hydraulic conductivity of 76
mechanical deformation of 30-32

bending 30, 31-32
dilation 30-31

porosity of 22
Karoo sedimentation 15

end of 21, 25, 149
Karoo strata 50
Karoo Supergroup

1, 4, 8, 18, 20, 30, 37, 39, 48, 164
aquifers in 1

properties of 22
composition of 1
depositional environment 13, 38
development of 13-23
do! erite intru sions 156
dolerite sills 27

as dominant form of emplaced 27
evolution of 149
formation of 13
isostatic uplift

development of fractures 22
transformations of original sediments 21

Katberg Formation 18, 67. See also Tarkastad
Subgroup

properties of 67
Kimberlites 29

contribution to ground water 29
high-yielding boreholes associated with 29
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method of intrusion 29
Kokstad 88, 141, 142

Laccolith 26-27
classical gelatin models 26
limital area of 156

parameters influencing 156
position of stem 27

reasons for not observing 26
Laccolithic intrusions 6, 27, 32

displacement profiles 159
displacements caused by 159
distribution of shearing stresses 160

properties of 160
fractures associated with 32
fracturing of contact planes 32
sliding of layers in overburden 32
theory of 31

Laccolithic structures 26
matrix melting and 155
possibility to observe 158

Language of physics 4
Laplace's equation 7
Law of mass conservation 10
Laws of physics and chemistry 4
Leeuberg 39
Leibnitz' rule 169

for a vector-valued function 169
for differentiation of an integral 169

Lesotho 25
Levenberg-Marquardt algorithm 137
Linear dolerite dykes 27, 27-29, 69

age of 27
as sources of water 30
association with fractures 30, 149
form of during intrusion 29
methods of intrusion 27-29, 155
occurrence of 27

Linear equations 99
Linear flow 91, 128
Lithification 21-22, 22
Lithostatic pressure 156
Lystrosaurus zone 38, 39

M

Magma
baking of the Karoo sediments 30
metamorphosizing of the Karoo sediments 30
pressure of 155

Magma chamber 27
Magma density 156
Magma force 155
Magma intrusion 5, 155

as laccoliths 5, 150
displacement in z-direction 158
driving pressure in overburden 156

contributions to 156
properties of 156

geometrical shapes 157
limital area 155
pathway for 155
plan shape of 158
types of pathways for 155

Magmatic activity 5, 25
extrusive phase 25
pulses in 25
related to the tectonic movement of Gondwana-

land 5
shifting of centre 25

Magmatic intrusions 25-35
dislocation of host rock 29
in jerks 29
method of 25
options for 26
theory of 25

Markeibeds 38
Mass transport 6
Mathematical model 6, 9, 10, 149

necessity for a simple 145
reduction of dimensions 133-134, 167—173

fundamental concept in 167
groundwater flow equation 171-173
the mathematical approach 133-134
the physical approach 133-134

three-dimensional 6, 151
difficulties with 6, 151

Matrix diffusion 63, 73
susceptibility of Karoo formations 73

Matrix flow 75-76
Matrix geometry 9
Matrix melting 25, 27, 30, 149, 155

effect of 155
mechanism of 27

Megascopic domal structure 6, 46, 71
consequences of 71
extent of 46, See also Bloemfontein Area
influence on regional groundwater 71

Mesozoic history of Africa 25
Method of least squares 136

and analysis of hydraulic test data 137
non-linear algorithms for 137

initial guesses 137
limitation of available 137

principle of the 137
Microfractures 65, 73
Modder River 38
Model 7

analytical. See Analytical model
conceptual. See Conceptual model
definition of 8
kinds of 9
mathematical. See Mathematical model
numerical. See Numerical model



Index 189

porous flow 9
relation to theory 9

Molteno Formation 20. See also Stormberg Group
hydrological properties of 21
sedimentation of. See Sedimentation: Molteno

Multi-layered overburden. See Overburden multi-
layered

Multi-rate test. See Hydraulic test: multi-rate test
Musgrave Sandstone 38, 3 9 ^ 5 , 71

as a major groundwater resource 46
examples of cross-bedding 43
interpretation of depositionai environment 43
major feature of 44

Muskat solution 105, 106, 107, 109, 134

N

National Museum 38
Nature of Groundwater Motion 4
Neumann surface source approximation

105, 106, 111
behaviour of 106, 107
convergence of 111

dependence on number of elements 107
Northern Beaufort Formation 38
Northern Cape Province 13, 22, 26, 27
Northern Free State 17
Numerical model 9

calibration of
idea behind 119

for vertical flow 133-135, 135
ability to represent Karoo aquifers 135
numerical experiments 134-135
representation of flow in the aquifers 135

three-dimensional 6, 149, 152
two-dimensional vertical 133

purpose in developing 133

O

Observable 9
Oudenodon baini 44
Overburden 21, 22

bending of
and theory of plates 156

conditions for lifting 155
contact area of 155
weight of 155

Overburden bending of 156-160
and the theory of plates

assumptions 156, 157
equation of Sophie Germain 156

distribution of shear stresses 160
linear driving pressure 158-160
uniform driving pressure 156-158

likelihood to occur 158
Overburden deformation of 160-163

and viscosity of the magma 160-16]
bending strains 162

properties of 163
correlation with the magma viscosity 161-163
effect of magma crystallization on 160
stretching 161-163

and formation of peripheral dyke 163
Overburden multi-layered 163-164

representation of 163
Overpressure 27

Packer tests 82
cross-borehole 5, 81-82, 98

advantages of 82
failure in Karoo aquifers 82
reasons for failure in Karoo aquifers 82
usefulness in Karoo aquifers 82

double 82
and hydraulic conductivity 82
and specific storativity 82

principle of 82
spacing of boreholes 82

PalsEO-coastline 15
Palseo-environment 5
Parabolic partial differential equation 10, 98

describing flow of groundwater 11
properties of solution 10^11

Percussion borehole 5
Peripheral dyke 26

association with a laccolith 26, 149
formation of 163

influence of layer thickness 163
Permian 5, 13
Petrusburg 22
Phenomenological model 101

description of 101
limitation of 101, 128

Philippolis 4, 5, 64, 77, 149
Borehole Al 4 143
Borehole D19 84-88, 142, 143
Borehole D20 86, 88, 142, 143

fracture properties 88
Photo-elastic gelatin layers 160

isochromatic patterns in 160
Phreatic aquifer 96
Piezometer 5, 84, 130

advantages of 151
Piezometer UO1 84, 96, 98, 121, 123, 125
Piezometer UO18

84, 85, 88, 96, 98, 121, 123, 125, 127
Piezometric head

97, 106, 109, 113, 117, 134, 135
historic 119

Playa lakes 21
Poisson's ratio 156
Position vector 168
Pre-existing fault 31
Precambrian granitic rocks 15
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Preconceived ideas 101
Pressure transducers 165

calibration of 165
recording of measurements 166

Primary porosity 15
Prodelta 16, 17

cieatioti of 16
Program Gcon 134
Program Karo 103-

105, 109, 110, 113, 117, 119, 122, 145
ability to simulate aquifers on Campus Test Site

127, 128
checking for errors 105
compared with analytical models 105-113
Pre- and Post-Processors 104-105

Program Kubik 104
Program Meshpro 104

properties of 105
Program RPTsolv 133, 138, 146, 147

advantage of 140
aspects that needs attention 133
availability of 133
computation of hydraulic parameters 138
computer implementation of 138-139

i nfluence of aquifer boundary 140— 141
influence of aquifer thickness 139
influence of boundary conditions 141-142

default parameters 138
applicability of 139

difficulties experienced by users 146-147
difficulties experienced with 146
distance dependence of storativity 144-145

comparison withTheis values 144-145
possible prevention of 145
representation of perturbed borehole 145

examples of analysed hydraulic tests 142-145
Campus Test Site 142
Philippolis 142
step drawdown test at Philippolis 143-144

finite element mesh for 138
fitted hydraulic parameters 139

influence of exact aquifer thickness 139
future amendments 145-146
graphical presentation of results 139
handling of hydraulic data 138-139
handling of hydraulic parameters 139
limitations of parameters computed with 138
prescribed boundary conditions 141

dependence of aquifer radius on 141-142
effects of available options 141-142
example of inappropriate 141
indication of an internal boundary 141
options available 141

prescribing aquifer boundary 140
approaches to 140-141
difficulties with 140
user responsibility 140

using the least squares error in 140-141
representation of a Karoo aquifer 138
user supplied parameters 138

geometric 138
other options available to user 138
simulation parameters 138

Program Sat3 6, 99, 103, 104, 105, 134, 151
Pumping test. See Hydraulic test

Qanats 21
Quadrature points 104
Quadrilateral elements 104
Quantum mechanics 26
Quartz grains 60

fracturing of 60

R

Radial direction 6
Radial flow 91
Radial symmetric aquifer 105
Radiometric anomalies 38
Rayton Ridge Sill 46
Recent Formations 13, 22, 23

as sources of groundwater 22
Receptacles for groundwater 32
Ring dyke 5

horn of 26. See also Peripheral dyke. See also
Dyke: peripheral: associated with a laccolith

controlled by elastic properties 26
interpretation of

as a dolerite sill 34, 149
as a laccolith 26, 155, 164

Ring dykes 26-27, 30, 32
age of 27

in relation to linear dykes 27
as sources of water 30
as undulating dolerite sills 26
difference between 30
properties of 26

Ring-shaped dyke structures 25, 34
Rock matrix 7

represented by porous matrix 7
Rouxville 4, 5, 64, 77

Saturated flow equation 95, 96-98
Scaling factor 168
Secondary aquifers 3
Secondary porosity 15
Sedimentation 13, 15, 18, 22

Elliot 20
Molteno 20

Seismic observations 29
Shearing force 155
Sheet

mathematical deformation of 26



Index 191

Simplified Karoo aquifer
numerical model for 113-117

properties of 117
Slickensided calcite 69
Slickensided quartz 30, 69
Slickensides 30
Sources and sinks

strength of 97
Specific storativity 22, 113, 134, 139
Spitskop Sandstone 44, 45, 50, 71

deposition of 44
ferruginized and leached nature of 44
lithology of 44

Springfontein 32
Step drawdown test. See Hydraulic test: step

drawdown test
Storativity 79, 97, 134, 139

dependence on discharge rate 80
dependence on distance 79, 144

explanation of 125
dependence on position of perturbed borehole 79
specific 121

reduced by cementation 22
reduced by compaction 22
reduced by lithification 22

Stormberg Basin 20
formations in 20
properties of the strata 20

Stormberg Group 13, 20-21
hydrological properties of 21

Stratigraphic assemblages 38
Stratigraphic column 38
Stratigraphic control 38

bio stratigraphic markers for 38
Streams

braided 18, 20
meandering 18, 20, 45

Structural geology 15
Strydenburg 22
Surface tension 7

of water 7
Surface water 1

Tafelkop 44
Tarkastad Subgroup 18, 37, 38, 67. See also

Beaufort Group: subdivisions
composition of 18
subdivision of 18

Tectonic events 25
fracturing of earth's crust 155
upwards squeezing of magma 156

Teekloof Formation 18
Test sites 5
Theis model 79. See also Theis model

applicability of 79
assumptions of 79

inapplicability to Karoo aquifers 79, 80, 81
Theory 4

advantages of 9
description of 4
for groundwater motion 9
in geohydrology 8
in the exact sciences 7, 8
of flow

through a porous medium 9
Theory of elasticity 26
Three-dimensional flow 6
Three-dimensional flow equation 6
Three-dimensional groundwater flow model

95, 101
difficulties with 95, 101
justification for 101

Time derivative 109
Tracer tests 98
Transmissivity 79, 139

dependence on depth of pump 81
explanation of 81

dependence on discharge rate 80
dependence on distance

explanation of 80
relation to vertical flow 80

Transmissivity tensor 97, 134
Tri-linear basis functions 110
Triassic 5, 13, 25, 149
Trompsburg 32
Tuffs 29
Two-dimensional flow models 101, 172

advantages of 101
disadvantages of 101
inapplicability of 101
popularity of 101

Type curve 1
application in hydraulic tests 1-3, 135

limitation of 135
relation to inverse problem 136

U

Uniform aquifer 105
Unit normal vector 99
Unit vector 168
University of the Free State 4, 48
Unsaturated flow 91
Unsaturated-saturated flow model 96, 130
Uplift isostatic 22

consequences for underlying strata 22
formation of fractures 22

Uraniferous rocks 38

Varved shales 15
Vertical flow 172
Vertical flow model

two-dimensional 6, 95, 173
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derivation of 6
Void 5, 22
Void geometry 5, 7, 11

methods to determine 5
geological 7
geophysical 8

neglect of 7
in aquifer studies 7

relation to geological formation 7
types of media used to represent 96

Void primary 15

W

Wadi 21
Water fresh 1

occurrence on earth 1
Water levels in open boreholes 129

interpretation of 123, 151
limitations of 129

Water pressure 97

Water Research Commission 3, 4, 5, 6, 151
Water surface 7

radii of curvature 7
determined by void's geometry 7

Water-yielding fracture 6
collapse of

consequences of 89
deformation of 6, 89, 130, 151

consequences of 151-152
reasons for 89-90

dewatering of 6
relation to bedding-parallel fractures 89, 150

Weighting factors 137

Yields of Karoo boreholes 70
and bedding-parallel fractures 71
variations in 70

Young's modulus 156


