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PREFACE
In May 1979 the Water Research Commission =ntered into a second Five year

contract with the University of Zululand. The Project had a5 ane of Lis

Lo the antecedent molsture component of these mogels. Studi=ss gresented L
this 1ipterim peEport dedl with research which was conducted essentially
durdng the fipst three yeaprs of this Project. While thHe staff of the
Hydrological Research Unit have been esngaged in a variety of hydrological
investigations, stormflow modelling has been the major research ‘thrust

during this initial periocd.

flesearch pertaining to two simple stormflow models is presentsd in  two
ma jor mzectlons. Each of these major sections 1s intended Lo be a separate
entity although a general adim pertains to both investigations. This aim
may be stated briefly as being to test these methods of calgulating storms
flows under South African conditions and to improve or develop suitable
antecedent moisture priocedures for inclusion in Lhe models. The ressarch
chapters of this report are preceded by a review of stormflow theories, the
role of catchment moisture status in the productien of stormflow and

procedures for estimating antecedent moisturs conditions.

Mich of the research psrtaining to the 3CS model (Section A) was presented
a5 an M S5c Eng thesis in the Department of Agricultural Engineering at the
University of Natal with Professor R E Schulze as supervispr. The helpful
suggestions and guidance by Professor Schulze is gratefully acknhowledged.
Most of the research for this Report was conducted in the Department of
Agricultural Engineering at the University of Natal and & particular word
of° thanks is due to the Head of the Department, PFrofessor P Meiring, for
placing the facilities of the Department at my disposal. 1 would alsa like
to axpress my appreciation to the staff of this Department for their kind
assistance anmd particularly to Mrs K M Temple for typing the draft

document.
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advice in the statistical procedures.

A particular word of thanks go to Mrs P Barnes, Mr D Smith and Mrs R
Richardson for their dedicated efforts in the data processing required for
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The co-operetion and guidarcs given by the Control Committew of the Council
of the Urniversity of Zululand, the staff cof the Water Research Commission
and the Steering Committee of this Project have been particularly
ericouraging. The support given by Messrs M J Swart and G J Mulder of the
Department of Geography, Undversity of Zululand has bean of great

assistance during the research and preparation phases cf this Report.

Thanks are also due to the following persons of the Hydrological Reseanch

init of the University of Zululand:

s Mr B K Rawlins for editing the f{inal version of this report.
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Chaptar 1

INTRODUCTICN

Tne estimation of stormflow volumes from small agricultural catchments 1s
impertant for the design of structures such as farm dams and culverns.
This informaticn is alsc of value in fields such as forest mansgement and
planriing. Gererally, stormflow volumes are used to derive peak dischargs
rates and imaccuracies in the calculated volumes are transferrsed to the
estimated pesk values. According to Orgosky and Mockus (1964) stormflow
peaks are controlled primarily by stormflow volumes.

ihe molisture status of a catchment prior to a stormflow event may have a
marked effect on the proportion of storm rainfall which lesves the
catchment as stormflow. In this Report the role of catchment moisturs
status In the production of stormflow is glven primary attention. Twd
stormflow medels are tested on selected catchments and their suitabilit:
for estimating stormflow velumes using data generally available for small
catchments in Sputh Africa is assessed. The first model tested, the SC5
model, 15 & procedurs which has gained international acceptance for the
estzmation of stormflow vwolumes. This model has been found, howewver, tc be
unsuitable for use in forested and wildland catchments in the eastern
United States of America (Hewlett, 1980). An alternative model, The R-
index method, was developed for use in this region and is the second model

dealt with in this study.

Conceptually, the two selected models differ markedly and in attempting to
develocp suitable procedures to represent cabchment moisture  status
different technigues and approaches have had to be adopted for each model,
Although the twe investigations are dealt with as separate entities,
gensral conclusions pertaining to stormflow modelling and the estimation
of antecedent moisture conditions are presented. Because the research has
been conducted over a number of vears the data, catchments and technigues

were not identical for both studies.

1 Stormflow is synonymous with "quickflow" or "storm runcff".



Most., of the catchmerts Gised 1in this lpvestigsticon are located Lh Hatual,
Evaluation of the two models in terms of their sultability for simulating
stormflow  volumes may thus be regarded as a preliminary study having
particulan relevance Lo this provihce. The diffigulty in obtalning satlss
factory samples of stormilow and stormflow rainfall information fon =mall
catcnments resultad 1in many of the analyses beling cUnducted Usipg only a
feq observations in some catehments. Howsier, rathdér than exclude these
catch= ments it was decided to include them for the analyses so that an
indication of model performance under different environmental conditions

tould be chtained.

Throughout this investlgation the research procedures adopted have been

guided by a modelling philoscphy which embraces the following:

{a) Through ccmputational and technological advances it 15 possible to
develcp more sophisticated models. However, complex medels are o
always better and simple models will cften suffice. Beth the SCS
model and the H-index method wers intended to be simple meodels reguis
ring- limited data inputs,

(bl Eguations and parameter 2stimation can be relfined to improve estimates
uf chserved stermilows buk this dees rnet necessarily result  an
improved estimates 1in other regions or cutside of the limits of the
data used for calibratiocn.

fc] #All hydrological models make certain assumptions and according to
James and Burgess [19B2) these assumptions limit the issues which a

model can address.

Finally, James and Burgess (1982) draw attention to the pitfalls of
vertical as opposed to lateral thinking in attempts to build and refine
models. Thnese authors present their case using the following quote from De
Bono (1967):

Logic is the teol that is used to dig holes deeper and bigger, to make
them altogether better holes. But if the hole is in the wrong place;
then no amount of improvement is going to put it in the right place.



Ho matier how obvicus this may seem to every digger, 1t 15 sti.l
easier to g0 on digging in the same place than to star all over again
in a new place. Vertical thinking 15 digging the same hole deeper;

lateral thinking is trying again elsewhare.

The research presented 1in this Report has besn directsd at improving
aspects of the SCS and R-index models, efforts which could lead tc digeing
the same hole deeper where a new hole may have been required. However,
a conscious attempt has been made throughcut the investigation to avoid

this danger.



chapter 2

STORMFLOW AND CATCHMENT MDISTURE STATUS

The production of stermflow from storm rainfall is & complex process agnd

NUMErous-: theories have Deen priopos=ed LC desceribe this precess. The v

W

rfias
ble mnature of catchment moisturs status s a major determinant of the
stormflow potential of a8 catchment. Data which are usually available tg
the engineer on ungauged catchmerits prohiblt the use of complex procedurss
for determining catchment moisture status (CMS), indices gerierally being
relied on to estimate this variable. It iz the purpose of this chapter to
raview the major stormflow theoriss and the role atbributed to CMS im ths
production of stormflow, to examine the variability of CMS in a catchm=nt
and further to discuss sslected procedures for estimating this complex

variable.

2.1 3Stormflow Theories

In 1684 Edme-Marictie provided the first experimental preef that ratnfall
15 responsible for river flow (Freeze, 1972a). It may be argued Lhat
almost 300 years later wery little more 1s known about the rainfall-runoff
process (Freeze, 1972a). It is only in recent years that hydrological
résgarch has ... begun t¢ SHift away From the total involvement in tLhe
needs of sngineering hydrology toward the more academic goal of undepstans
ding the basic mechanisms of runcff ggne;ataan. Possibly these same engis
neering needs, now in the form of a demand for improved hydrclogic response
medels, are responsible for the recent revival of interest in the generic
guesticn (Freeze, 1972b:1272).

Since the mid 1930's stormflow simulation models have been characterised by
relaticnships based on infiltraticn theory and the allied principles of
widespread overland flow - a concept first expounded by Hortom in 1933, In
recent years these traditicnal theories have been challenged sericusly
following field observations and experiments which failed to confirm the
existence of overland flow as originally perceived. Humerous theories

emphasising different compénents of the hydrological system have emanated



From thess chservations. However, no sirngle theafy Bas as yrb founa 5.

tdrice 35 a basis for stormflow simulatich models naving widespread applic

4k
L]

(W

Bllrty. It 1s possible to classify stormfiow 'theories intc two bros

categorias, viz:

(a) those based on the infiltration theory of runoff desceibed by Hortosn
in 1933, and

(b) unit source area theories.

The various stormflow theories proposed to date have different implicaticns
with respect to CMS5 and stormflow models. In reviewing the more promicent

stormflow theories it is intended to highlight these implications.
2.1.1 The Herton Stormflow Theory

The Horton thesry of stormPlow producticn assumes stormflow Lo be gonerated
by rainfall excess, this being definsd as water Failing to infiltrate the
soil surface (Horton, 1933). Thus, stormflow is envisaged as a really wide=
spread overland flow and the theory infers that most rainfall events sxcsed
the infiltration capacity of the soils (Freesza, 1972a).

Horton recognised a maximum and minimum infiltration pate, the maximum rate
occurring at the start of a rainfall event and decreasing sexponentially,
graduslly approaching a somewhat stable minimum rate. If the infiltration
rate fell below the rainfall intensity, overland flow and subseguently

stormflow would occur.

The complex process of infiltration is, according tc Betson (1964), princis
pally a Ffunction of spil moisture with the decay in infiltration rate
resulting EEEEE alia from changes in the surface soil moisture. Research
conducted by Mulder and Hope (1981) on infiltration rates of the soils of
the Ntuze catchment in Zululand have confirmed this observation. Thus,
according to Horton's theory, high levels of antecedent soil moisture prior
to rainfall results in an infiltration rate close to the minimum, Facllitas

ting the production of rainfall excess and overland Flow.



TH Hortan' theory asserts that ralnfall sxcess 4s the sole Source H§
stormflow and. it may thus be concluded that this model 1s clearly mest,
applicable in areas having a low capacity for infiltration where pnly a
limited length of rainstorm 1s necessary to saturate the entire catchment

surface and Lo initiate overland flew wn all the slopes (Ward, 19751:

The traditional Hoptonian theory of stormflow producticon hss besp Critis
cised severely, particularly in the past two decades. This criticism has
generally dealt with the contribution of sub-surface movement of water to
the stormflow hydrograph. Hills (1971) has stated that soils in the United
Kingdom sre capable of abserbing and storing the majority of rainfalls and
tests have revealed that less than 10 percent of rainfall =vents are capas
ble of producing cverland flow. Hills concludes that "owverland flow can be
demonstrated on small plets over short distances, but one carnot concluds,
especially in rural areas with no artificial drainage, that this bscomes a
contribution to streamflow" (Hills, 1971:178). A similar view pertaining
to conditions in the U S & is held by Freeze (1972a) who states that the

Hertonian concept is only acceptable in the semi-arid westernm U 5 A.

The persistent application of the Hortonian theory in stormflow models may
be ascribed to the simplicity of this theory, particularly with respect to
procedures for Separating and interpreting the storm hydrograph (Ward,
1975). However, increasing attention is being directed at unit source area

theories of stormflow despite their relative complexity.
2.1.2 Unit source area theories

Unit source area theopries of stormf{low may be defined as those stormflow

thecries embodying cone or more of the follewing principles:

{a} The production of stormflow in a catchment is non-uniform.

(b} Stormflow is not synonymous with rainfall excess or surface flow but
may be subsurface flow or a combination of subsurface {low and surface
flow.

{e) Certain areas of a catchment may seldom, if ever, contribute directly

to the production of stormflow.



Rs early as 1935; Musgrave had ecncluned from Tielda Lpfiloratich tests that
surprisingly little rainfall Fadiled to dnfiltrate the soil surface, Iri
1936 Hursh described subsurface stormflow and in 1943 Hoover and Hursh
concludsd from their studies of the stormflew process ih the mountains of
wastarn North Carolina that subsurface stormflow may be found in the higher

elavations of a2 catchmerit.

Since these early descriptions of subsurface flow, numerous ressarchers
have claimed that this type of flow makes an important contribution to the
storm hydrograph. The cbservaticns made by Hawkins in 1661 are typical.
Foullowing a study of 14 storm hydrographs in the Misscuri Gulch Watershed
of Colcrade, Hawkins reported that there was nic surface rureff and rainfall
intensities were ot greater tham the infiltration capacity of the catchs
ment seils. Fellowing this cbservation, Hawkins coneluded that there must
have been subsurface: stormflow as well as direct channel intercepticn.
Similar Fipdings were described by Whipkey [1955) who reported subsurfacs
stormflow during the actual storm pericd, this reaching the stream channel

without entering the general groundwater zone.

Despite the large body of support for subsurface stormficw production, this
concept has been questionsd seriously by authors such as PBetson (1964
Dunne and Black (1970Da, 1970b) and Freeze (1972a, 1972bl. The following
questicns posed by Freeze (1972a) regarding the relationship between subs
surface [low and the storm hydrograph are typical of these misgivings, viz:
fal Is subsurface stormfilow quantitatively important?

{b) Is subsurface stormflow a controlling mecharnism on the development of

wetland areas?
(e) Is subsurface stormflow unimportant in either context?

€n the basis of the role ascribed to subsurface flow in the production of

stormflow, unit source area thecries may be categorised into:

(a) wvariable source area theories, and
{b) partial area theories.
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it is 1n examifide vhe Fundamerntal compinents of these theoriss that the
role of antecedent meisture corditions in the production of stormflow

hecomes apparent.

Variable source area theories are based on the principle of subsurlac

stormflow. The first formalised runoff theory embodying the waridble
sglrce aiea concept Wwias presented by Hewlatt [(1961). According to Hewlistt
and Hibbert "...when the subsurface flow of water from upslope exceeds the
capacity of the scil profile to transmit it, the water will come to the
surface and channel length will grow. This in essence is the variable
source area concept" (Hewlett and Hibbert, p 273). Pererinial channels
expand into zones of low sSterage capacity, this process being facilitated
by high antecedent moisture condition, Furthermore, it 1s postulated in
this thepory that the expanding channel network 'reaches out' to 'tap’ the
subsurface flow systems (Hewlett and Hibbert, 1567). It may thus be
deduced that the amount of subsurface Tlow and hence water which may be
tapped to become stormflow is largely a function of the antecedsnt moisturs
conditions. Furthermore, translatory flow (subsurface flow by
displacement) is only important when high spil moisture conditiens prevail
(Ward, 1975). Tischendorf [1969) alsc refers to a 'critical' soil moisture
value of the topseil which: increases the "conductivity' of this horizoen,
thus peérmitting translatory Clow. A variety of mechanisms ars therefgra
described in the variable source arsa concept as contributing te stormflow
volumes. However, as Ward (1975) states, the relative importance of these
mechanisms depends on the rainfall characteristics and antecedent moisture

conditions.

Fartial area stormflow theories are based ¢n the premise that fixed areas
of the catchment are effective stormflow producing areas. Referring to
these partial apeas, Dunne and Blacdk cbserved that "... the water tabls
rose Lo the surface of the Zround over small areas. When this accurred,
water emerged from the soil surface and ran quickly to the channel as overs
land flow" (Dunne and Black, 1970b:1208). Subsurface flow of water 1s not
attributed to the prominent role as it is in variable source area theoriss.
According to Freeze (1972a) the stormflow producing mechanism most fully
supported by field evidence is that embodied in the partial area theory.



It 1s - stated by Betson [1864) that partizl apsss are ofter 'werlands' ilasges

lacation 1is contrclled by the topographical and hydrolezical configuraticn
:f the catchment. These wetlands are commonly adjacent te the river charns=
nels. Hope and Mulder (1979) describe the sxistence of such wetlands

adjacent to the river chammels of the Zululand research catchments,

Antecedent moisture conditions thus have a two=fold effect on stormflow
volunes. First, the higher the CMS the lower the Storage capacity of coris
tributing areas, less rain therefore being required to bring the watsr-
table to the surface in order to provide for the producticon of stormflow.
Secondly, the sizes of the contributing areas may be governed by CMS sirnce
these areas are fed by soil modisture draining from areas ef higher elevas

tiocn.

2.2 The Variability of Catchment Mecisture Status

From the preceding review of stormflow thedries and the relevance of CMS in
the producticen of stormflow it has been established that the petential for
stormfiow production varies beth temporally and spatially. The following
review deals with the variability of CMS in these twe dimensions. 3ince the
ma jor dynamic storage comporent of a catchment is the soil matrix, much of

the following discussion relates to the variability of soil moisture.

Temporal changes in CMS are governed by the sequence of inputs (rainfall)
and outputs (runcff, drainage and evapotranspiration) intec and from the
catchment. Soil moisture recharge 15 an irregular process depending prirn=
cipally wupon the sequence of rainfall amounts (Nixon, Lawless and
MecCormick, 1972}). Losses of soil moisture are affected mainly by evapos
transpiration with drainage playing a secondary role (Saxton, Johnscn and
Shaw, 1974). In regions of high rainfall which is evenly distributed
throughout the wvears, variations in s0il moisture follow the lead of solar
energy available for evapotranspiration, this energy being a function prins

cipally of season (Helvey and Hewlett, 1962).

The temporal wvariations of soil molsture at different depths in the soil
herizon are controlled by different mechanisms. Tischendorf (19868} cons
cluded that the deeper scil meoisture changes were related to season rather



than tTo Anaividual events, this naving being conlirmed by authors st

Henoinger, Petersen and Engman (19760 and Hepe and Schulze (1879, The
depth o which daily fluctuaticons of evapotranspiraticn affect scil moiss
ture 15 determined by the reoting patterns of the vegetation (Grindiey,

1967 Jdones, 197&).

Every phase of the hydrological cycle may give rise to spatial wvariaticons
in CHS. It is, ‘however, possible to identify the major components gevers
ning this wvariability within the catchment system. Orn small catchments
this 1s frequently achieved by assuming the rainfall distribution %o be
uniform. Research findings, particularly in the U 5 &, generally attribute
spatial differences in CMS to variations in one or mors of the follewing:
s¢ils, wvegetation, sldpe and topbgraphlical positien in the landseape (far
example, Wild and Schélz, 1930: Platt, 1855; Kovner, 1955; 3Stoeckelesr
and Curtis, 1960; Whipkey, 1965; Tischendorf, 1969; Helvey, 1971).

Yariations of texture and pore size distributien within a2 =oil are consis
dered by many researchers Lo be the major determinants of the meoisturs
characteristics of a spil (for example, Carlseon, Reinhart and Horton, 1986;
Jones, 1976 and Rivers and Ship, 1978). Tischendorf (1969} and Henninger
et al (1976) also consider teiturs and tg a lesser extent organic matter to
have an important effect on s0il moisture. Since the properties of soils
may vary ccnsiderably within a catchment, associated variations in scil

moisture may be expected.

The distributicn of CMS may be affected by wvariaticons in the interception,
infiltration and evapotranspliration characteristics of varlous bypes af
vegetation. Interception is particularly important in regions of low rains
fall intensity and/or events of short duratien. However, interception is
generally of less importance than the effect vegetation has on infiltration
and evapotranspiraticn rates. Infiltration rates are commonly reparted to
be higher where the surface supports vegetation (for example, WVorster,
1659; Chow, 18964: Whipkey, 1965 and Redda, Downing and Law, 1976).

Authors such as Cottle (1932), Homes and Hobertson (1959), Stoeckeler and
Curtis (1960}, Jackson (1967) and Rouse and Wilson (1959) have illustrated
the effect aspect has on soil moisture, drier slopes generally being those



WOLCh 1ntarcepl morte - scdar radistion. Jopugraphid posltach 1s LN & malor
determinant of soll moisture, Research ‘conducted by Tischendis (1969 1n
the south Appalachians pevealsd that at depths greater than 2,4 mebre fore
than 50 percent of the variance in soil moisture could bBe 'sxplained" by

the nhneight above and distance to the nearest <channel. Similar findin

i

t=]

have been reported by Helvey (1971} and Henninger et al (1976).

In this section the factors affecting the temporal and spatial wariations
iri CMS have been reviewed briefly on an intra=catchment basis. However,
the regional variability of the above factaors, along with geological and
climatological differences ape alsc responsible for inter-catchment varia=
tigns in CM3. Ideally, procedures for estimating CMS should therefore
incorporate the major factors responsible for the variability of €MS and
they should be adaptable to catchments of different environmental condi=

tions.
2.3 The Estimation of 'Catchment Moisture Status

The preceding discussicon has illustrated the large number of varizbles
which may centrol EMS and the complex nature of CMS. However, in most
catchments Iimited information i1s available for estimating CMS and the
estimates are generally made using simple procedures or indices. These
indices usually calculate a single value representative of an entire catchs
ment and are mainly concerned with monitoring the change in, .CM5 through
time. The majer factors cantrelling this temporal variability are rain=
fall, evapotranspiration, drainage and the topographic redistribution of
soil moisture lcf Section 2.2). Since the latter two variables are not
easily measurable, most indices are based on measured antecedent rainfall

and an estimate of the moisture losses over time.

Amongst the most widely used antecedent precipitation indices {API) Tor
estimating CM5 is that described by Linsley, Kohler and Faulhus {1849,
The API is ¢alculated on the basis of logarithmic recession during pericds
of no rainfall, thus:

I = IGK LR R [2:1}



it = ‘the initial molsture index;
I = the index after t days nave elapsed, and

K = ‘a'Pecession corstant, rangibig between 0,85 8nd 0,98

The index forf any day i1s, tHerelar=, equal td a constant R multiplisd by
the index of the day before. If rain is recorded on any day this is addad
te the index value. The value of K should be a furctieon of seasan and

should vary from one region to another (Linsley et al 1948). Howsver, as

Cordery (1870) and Ward (1975)] suggest, the cholce of the value of K 15 not

usually critical since the calculation 1is used as an index of scil

mMolS Cure.

Hopkins and Hackett (19681) found stormflow predictions which included the
API of Linsley et al (1949) could be improved if antecedent temperaturss

were alsc taken into account. An index of antecedent temperaturs (ATI] was

caiculated and used in conjunction with API.

An alternative API described by Linsley et al {1949] is the reciprocal API

which 1s of the form:

APIR: = PI + 1f2P2 + 133P3...1ftPt T f2.2)
where
APIR = the reciprocal API, and
Ft = the amount of rainfall which occurred t days prier to the

storm event under considerstion.

This index has no physical basis and was developed entirely on the premise
that the impact of antecedent rfainfall on stormflow amounts decreased over
time. Linsley et al (1949) suggest that the logarithmic recession is pras

ferable te this approach if day-by-day values ol the index are reguired.

In dewveloping a method for estimating stormflow wolumes, HReich (1971)
divided 'the independent variables in his investigation intco three classes,
viz, storm parameters, physiographic catchment parameters and state

varidbles. The state variables were defined by Reich as "... indices of the



Aydrclugic state af the walershed prive o theorunefE event" [Reack; 1571:

26). Four state variables were tested in this study:

la) APIS - This 1s the amount of rain that fell during the five
day pericd pricr Lo the stormflow event.

bl APIT - This antecedent precipitation index takes into acgwunt
potential evapoltranspiration. The index is calculateq
by subtracting potential evapotranspiration from the
rainfall of the seven antecedent days and using the
residual wvalues in a reciprocal API as defined in Equa-
tion 2.2. Potential aevapotranspiration valuss weare
cbtained from tables published by Thornthwaite and
Mattier (1957).

(c) QINIT - OINIT represents the stream discharge immediately prior
to the rise of the hydrograph.

fd) TEMP = TEMP is the average maximum Lemperaturs for [ive days

prigr to.the runoff evant.

The variables QINIT and APIT were found to yield the strongest relatisnship
with stormflow velumes. However, Reich concludes that "Antecedert congis
tions are expressed almost equally well by all four state wvariables, OQINIT
being slightly better than the indices basad on antecedent precipitation.
However, the coverwhelming simplicity of the mere five-day precipitatian
Elves thal parameter which has been used nationally by the 3CS for 20 years

cverall superiority" (Reich, 1971:40]).

The British Metecrclogical Office produce fortnightly maps of scil moisture
deficits (SMD) in the U K (Natural Envirernment Research Council, 1975). The
British Flood Studies Team have incorporated SMD data inm a procedure ta
calculate stormflow volumes along with a short term APL which 1s defined
as:

1

= ]
RS, = 0,5%08

2 , 3
+ 0,5 Pd-E + (0,5) Fd-3 + (0,5) Pd-ﬂ 1

L
IQIE} Pd""5 R {2.3}
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APIS = the adiscedant precipitatidn index),

P = the antecadent rainfall, arnd

d = the day for which the API 4% calculated.
The antecedent preacipliation dndices discussed te this podnt have 511
included more Lhan one cays' antecedent rainfall: In & study of stormflow
prediction from catchment characteristics and CMS conductad by Hawkins
{1961) 31t was concluded that one day antegedent rainfall showed greater
association with stormflow than s2ither the twWwo day, five day or seven day

antecedent rainfalls.

Ar explanation of Hawkins' results may be found tn sxamining the nature of
the soils and topograpny of the area whers the research was conducted, the
Missourl Gulch Watershed, Coleorado. Hawkins described the solls as
"axtremely porous™ while the slope gradients range up to 60 percent. Bath
these characteristics are conducive to rapid drainage of water out of the
catchment, which sSuggests that the longer period antecsdent rainfall
indices would have little meaning, since little of this rainfall would be

retained by the catchment storages.

2.4 Summary and Conclusions

The preceding review of stermflow theories, the variabllity of CM3 and
selected procedures for estimating CMS has highlighted 3 number of conclus
sions relevant to the SCS and R-index models for calculating stormflow

volumes, viz:

{a)l There is strong evidence supporting theories of non-uniform stormflow
production 4in a catchment, the mechanisms varying from catchment to
catchment and possibly friom Storm to storm depending on CMS and the
storm rainfall charactepistics,

{b) Antecedent moisture conditions are shown in all the stormflow thecries
discussed to be a major determinant of stormflow volumes.

le)l Catchment and climatic factoers give rise to spatial and temporal
variation in CMS, the former variability within a catchment generally
being ignored by procedures for estimating antecedent moisture condis

tians.



tz] Heocetures for eatimasaung OMS gererally take the ot o Qndices Wik
Hawve little phpsical relatlonship with actusl values of s0L) muisturs,

(=] Evapotpanspiraticn ard deaindee companerts of theses irdices 4pa ganas
rally negleCtad or estimated By arbitrary procedurss.

(f) The findings of Hawkins (1961) reveal that regicnal dAifferrences in
catchment and envirenmentzl conditions may be important Lo Lhe
approach adopted for estimating CMS.

The wvariability of OCMS and 1ts effect on stormflow is & highly complex
process which may vary from catchment to catchment or event to eveat. In
both the SCS and R-index models there are two major areas of concern in
estimating CMS, namely, the procedure by which CM5 is estimatad and the

number of antecedent days required in this calculation.



AN IMPROVED ANTECEDENT MOISTURE
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THE SCS STORMFLOW STMULATION MODEL

Since the development of the raticrnal formils an the ninetesnth cenlury,
numerous technigques for predicting stormflow volumes and peak [(low rates
from =8 given amount of storm raiafall have beern developad. In an attempl
to simplify and standardise stormflew prediction, the Soil Conssrvatbicn
Sarvice (3C8) of the United States Department of Agricultyure developed a
stormflow prediction model (NEH-4, 1872). In this chapter the SC5 storme
flow simulation model will be ocutlined with garticular attenticn being

given to the antecedent maoisture comporent.

3.1 The SCS Stormflow Eguation

The: SCS model for calculating stormflow 15 based on a relatienship betwesn
acclmulated storm rainfall and sccumulated stormflow. This relaticnship
was derived from plot and small catcéhment experiments set on different
suils and with varying vegetation cover and land=-use practices, The relas
tionship between storm rainfall and stormflow is expressed in terms of
initial abstraction (Ia) and pctential maximum retentiszn (5] of storm rains
fall by the catchment. The initial abstraction is that rainfall removed te
satisfy catchment storages prier te any stormflow cccurring, such abstrac=
tions Dbelng interception. The variable S is a tatchment SsStorage factor
which theoretically can vary from infinity to zerc. The relationship
between the curves of accumulated storm rainfall, stormflow and 1nfiltra=

tion plus initial abstractiecn through time are shown in Figure 3.1.

It is assumed in the SCS Model that
Thus
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Figure 3.1 Schematic curves of accumulated storm rainfall -2 B
accumulated stormflow Q) ang i1nfiltration (F), plus initial
abstration (Ial showing the relationships used in the dspis

vation of the 305 stormflow eguation (USDA, 1980)
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mintioned experimeantal catonment data and LT was eXpressed as:

[a = 0,25 oo e [ R
Thits

Pe = F - Ia = F = 0,25 R e (3.4
Where

F = tote]l storm rainfall {mm)

By substituting Equatilon 3.4 4n Equation 1.2

g. (BE-0.25° .
= W R R e ey i fHi-
whierl
P 20,258

Equation 3.5 is the rainfall-stormflow relation used in the 3CS mod=l.

Since: the wvalue of S can vary focm zero te infipity a Transformation was
introduced to scale the runoff curve number variability from 100 to =zero,

the transformation being of the form:

. 1000
Nz ———— A b 1 3

where 5.5 T L
CN. = runcff curve number or the hydroleogical soil-cover complex

number

From equation 3.6 it may be deduced that the runoff curve numbers (CN) ar=s

functignally related te 5 and have no intrinsic meaning, being only a cons
venient transformation ef S to =stablish a 0 to 100 scale (Hawkins, 1078).
The potential maximum retenticn (8} of a catchment 45, in this madel,
considerad tp be dependent on the land-use or vegetation cover, 1its Unreais
ment or practice, its hydrological condition and hydrological scil group of

the catchment assuming average antecedent moisture conditions.

The soils of the USA have been classified into four hydrologiecal groups A
to D For application in the SCS model., These groupings were based on the
runoff potential or infiltration characteristics of the soils with soils in



grocn A Maving the lowest runoff pol=nplial wfilles owlls A6 group ¥ nave 3
nighest runcff potential. A szmilar classificatich has DEen undsSrtaken Y,
Sguth African Soils 3nd 15 describss by Schulze ane Arncla (19791 Ba=eg

an experimental data EN values have beep tabulated for catchment landsuse or
VegpeLaticon cover, ibeatment of praciice, Aydrological conditiun axid Ryditu=
Vogical soi) groups (Table 3.1/, The CN values in Table 3.1 ars for average
antecedant moisture conditions. These values are adjusted for the catchs

ment molsture status before stormflow 48 derived FProm CN and  storm

rainfall.
Table 3.0 Curve numders (CN) for hydrological soil-=cover complexes far
aveprage antecedsnt moisture conditions [NEH=4, 1972)
F Hydrologic soil group
Land use or cover Treatment or practice Hyd ra"la_g = 4 e =
condition
" B cC i ]
Fallon sessavssssnnnesss DLTALEHE TOM foor Hi § 6 ET 34
|Row CPOPE veusasesansies - SEraight rov Pabr 12 a1l 88 41
Scraight row Good 67 78 83 89
Contoured Poor n 79 B g8
Contotired Good 5 i 2 Hb
Contoured and cerraced Poor fih & 80 B2
Contoured and terraced Eenid B 7l 78 Al
Small grain afiniaids STraight row Poot (%] 16 B4 53 i
Scraight row Goad L 5 43 57
Coapcoured oot CY! T a2 43
Contoured Good Bl ¥ &1 a4
Contoured and terraced FooT Bl 2 ¥ ad |
Contoured and terraced Goodd 34 0 18 a1
Close=sveded legumes Seraight row Poor B rir ) 85 aell |
or rotation meadow Scraight row Gosd 54 T &l a3 |
Contourad Poor i 75 &l i3 |
Contoured food 55 Ba g B3| !
Contoured and Cerraced Poor fl T3 &0 al
Contoured and terraced Good 51 L 78 a0 ‘
[PORTUTE: DT POVIRE. o el o s i m s n s emseee i T foor BB 9 &6 25!
Fair 49 %] b 8L
Cood % B 7a L]
Contoured Poor a7 67 Bl 28
Contoured Fair 25 59 75 a3
Contoured Cood -] 15 70 ]
Headow |PEEMARENL) cosecrsoreeinarssssnndnonnoe Cood in 58 Eil I
Woodlands (farm wood- e B T i e RS Paor a5 R ¥ B3
lots) Fair 36 &0 73 L
Good 25 ¥5 0 i
FATMSLOAdS .cocservarss riassasiesasees Sk T e 59 7a a2 Bf
Bl MUTE oo forpmacs s ocae ko i AR N T s o 72 * 87 &y
Koads, bdrd=surface ...... ey P . 4 &' 40 92




betwsen G, P dtd CN may b2 represented by a family FHA P TR
Figure 3.2 Graphic solution to bthe SCS storm | rainfall=Clue  A&fguats

[Adapved from: NEH=4, 1572)
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1.2 (Latchment Antecedent Moisture Conditions

Curve npumber adjustments for variations in the moisture status of a catih=
ment are made in the SCS modal on the basis of three classes of antecedent
molsture conditions (AMC), described in NEH-4 (1972) in terms of stormflow

potential. These three classes are given, descriptively, as:



=T | . it ol T . - 2

AL =1, L et Fabicht el b hiv: Lol 14 s
for satt=Tactory ploughite or cultavarion wo Lake place,
AMC-TI The average conaltion.

AME=-TIIT Highest runoff purentials The catchment is praciically

saturdtead from antecsdent ralrs.
Catchment antecedent molsturs cunditiclis ard sstimated from the five day
antecegent rainfall, ihis being the Lolal depin of rainfall aver th= fiv
days preceding Gthe stormflow event under considerstion. According to
Millspr the use of five day antecedent rainfall*... is based on subjective
Judgement of rainfall-cuncTf data scabtier at warigus antecedent rainfall
time perioas’ [(Milles, 1979;: Parsonal CTommuricationd. In th= thres
classes of antecedent rainfall, acapted for the 505 model From material
developed’ By the Fort Wirth EWPR Unit, diffsrert class limits are given for
the growing and the dormant seasons [(NER-4, 1972). These anbtecadent rains
fall classes are presented in Table 3.2 The assumed relaticnship betwearn
the antecedent molsture condition groups apd the Five day antecedent rainps

fall index is linear (Figurs 3.3).

Table 3.2 Antecedent rainfall limits For estimating sntecsdent

meisture conditions [(Adapted From NEH-%, 1572)

AMC group | Total ‘S-day antecedent rainfall (mem)
Dormant season Growlng seasorn
I Less than 12 Less than 36
It 12 to 28 16 to 53
ITT Ovar 28 Over 53

On the basis of the five day antecedent rainfall (Table 3.2) curve numbers
derived from the soil-cover complex are adjusted beflore stormfllow 15 calsus
lated (Table 3.3). The relationship between AMC and CN was determined
empirically from rainfall-stormflow data from a number of catchments in the
eastern USA. Catchments with Single soil-cover tomplexes were choseérn ang
depth of stormflow was plotted against depth of rainfall for the annual
flocds (NEH-4, 1972). The curves of Figure 3.2 were superimposed over the



Mo, £ = ¢ AMC=11 EFigh Uy,
. fhe a5 r I hionanip Detyeay the I kM 1
antecedient rainfall ang tne antecedent molatar
riditicn grouns CAdapt=a frem NEH-%, 19721

ANTECEDENT MOISTURE
CONDITION GROUPS

(1] 25 50 75
TOTAL S DAY ANTECEDENT
RAINFALL(mm)

The determination of curve numbers for AMC-I ang AME-III followed & similar

procedures, with' the curves which "...best fit the highest (AMC-III)

lowest (AME=I} thirds of the plotting" taken as representative of

moisture classes (NEH-&, 1972:10.6). The procedure described in

(1972) is not ccmpletely clear regarding the "best rit" for ths mighes!

lowest thirds of the plotting. An explanation of this procedure 1S g1

Miller (1879] of the United 3tates Department of fAgriculture, EJLl E;

vation Service (HSDA<8€S): "To explain the variation on sither side ¢

average RCN (Runoff Curwve Number) curve; -envelcping RCN lines wers 4

mined. The lower enveloping RCN curve represents AMC-I while the

envelopling RCH curve represents AMC-III. Flottisng and smocthing thess

and

vai by
NEet=
f the
pLers
Lppsr

lata

with straight lines on normal-nicrmal ‘probvability paper produces the AMC I,

8 63

IT1 relationship except at the extreme RCN limits (Figure 3.5].

development of these AMC T and II1 curve numbers 1s not dependent on

particular antecedent time pericd" (Miller 1873; Perscnal Communicat

The

erveloping curves I and 111 in Figure 3.4 define error envelopes,

The
any
ign) .

the
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The plotting of sccumulated stormflow against accumulated storm rainfall
(Figure 3.4) results in a scatter of plotted points representing changes in
the value of 5 in Equation (3.5) and hence a corresponding change in the CN
from one storm to the next (Kent, 1§73). Most of this difference in the CN
is attributable to the wvariations in so0il moisture preceding =ach storm
(Kent, 1973). The three levels of AMC are therefore directly related to S.
AMC-I is the lower limit of sgil moisture or the upper limit of 5, AMC-II
is the average for which the CNs of Table 3.1 apply, and AMC-III 1is the
upper limit of socil meisture or the lower limit of S (MNEH-4&, 1972). Thus,
on a single catchment with an unchanging soil-cover complex the stormflow
poten= tial is ceonsidered to be entirely a function of antecedent moisture

conditions.



aT| Weakness of the AMC Component of the 305 Model and Alternative

BProcedures

Twi: major weaknesssg in the AMC protedurs of the 3C5 model dr= pertinently
described by Hawkins (7978:391): "First, ‘Lhe relaticonships are shown Es
discrete, and not continuous, thus implying sudden shifts 4n TN, with
correspanding guantum jumps possible in caloulated runoff. 3Secondly, NEH-4
cons tains no background development or statement of assumpticns, leaving
only appeals to agency adthority as a foundation for professional belaefs;
and riot faith based on physical reasconing or reconciliation with reality".
The lattes criticism is of particular relevance td researchers workihng in
this field, and 45 1illustrated in the following extract taken from
correspon= dernce Wwith Miller of the USDA-5GS: "The Natlorzl Engineering
Handbock, Section 4, Hydrology, Table 4.2 Seasonal Rainfall limits for AMC
was developed from empirical relationships based on experience. No
documentation as to the exact table figures can be found in either our
files or the files st the Fort Worth office... The use of five day antece-
dent rainfall is based on subjective judgement of rainfall-runoff data
scatter at various antecedent rainfall time pericds"™ (Miller, 1979;

Personal Communication).

In the preceding chapter evapotranspiration was shown to be a major factor
affecting CMS: The SCS5 model does not alliow for temporal or spatial
vapiations in this variable, recognition only being given Lo gross seasonal
differences. Furthermores, the same antecedent molsture procedure holds for
all soils and vegetation types regardless of the variable influence which
these catchment characteristics may have on evapotranspiration.

Daespite the weaknesses of the antecedent moisture compenent of the 3C8
medel, little attention has, until recently, been given to Improving the
AMC procedure. In an application of the 3CS5 model by Simanton, Renard ana
Sutter (1973) in Semi-arid conditions, the lowest antecedent moisture class
was divided into four sub-classes. This research was, however, not speci=
fically concerned with improving the S5CS model. As early as 1954 four
antecedent moisture classes had been described in "Hydrology Guide for Use
in Watershed Planning" but did not contain any antecedent rainfall wvalues

asspciated with these classes (Miller, 1979: Perscnal Communication).



I
I research aimed at opbimising CN arg AMC, Dickey, Mitchell ang Scarous
rough, [(1978]) concluded that for the two selscgted catehments 1h [llaimoils,
the five days! antecedent railrnfall was not rnecessarily an 2ppropriate
gd jusment of CN, Thiese authors developed a multiple pegression medel
estimate CN correction Tor antecedent moisture conditions, this eguation

being glven as:

CNC = =3,4171 « 30,164 EHEJ = 3,627 (M) PR N et 2 S Y
whenrs

CNC = curve number correction

M = month and

RE = 2 day cumulative rainfall prior to the avent.

A most significant and directed attempt at developing an improved procedurs
for estimating CMS for application in the 5CS model was made recently by
Hawkins. The procedure providing the foundation for the approach presented
by Hawking [(1978) was a water yield model based on SCS curve numbers deves
lgped by Williams and La Seur (1978). Faor their model, Williams and La
Seur introduced a sogil moisture index, SM, which was related to the potens
tial maximum retenticn, S, by:

SM =V -3 et s a B )
whersg

v

the maximum value of petential molsturs Storage

of the site [(mm)

According to these authors a value ¢f 508 mm was assigned to V "... because
it provides ample storage to allow a wide range in curve numbers and yet is
small encugh to allow daily rainfall to influence SM properly” (Williams
and La Seur, 1976:1243).

According to Hawkins (1978) the concept of moisture status proposed by
Williams and La Seur (1976) is "... Turther developed on a conservaticn-of-
mass basis to provide a logic-based alternate to the NEH-4 approach... it
is also offered as an approximation of what may have been the original
reasoning leading to NEH-4 relationships now apparently lost" (Hawkins,
1978:392). The following descripticn of the procedure and raticnale of

this "logic-based alternate" is described by Hawkins (1978B) as follows:



Taking the SCS starmf’low RO s LY

(P - 0,251°
P+ 0,85

@ = stormflow (mm)
B = storm rainfall [(mm)
3 = potential maximum retention (mm) and

expanding the numerator, and applying pelynomial division yields

S

G:P“'J[!,E-m’

] s PR20,28 covenenaaa (3,100

Hawkins states: Tt can easily be Ssen that the ultimate possible diffes
rence (Peo) between rainfall P and direct runcoff O is not 8, but 1,2 S,
denoted ¥ here..." (Hawkins, 1978:392). Thus with:

%= 1,28 e S Tl i o b 1

Hawkins continued: "This may be envisiened as the total water slorage
available on site, for a given condition of soil, vegetation, and moisture
status. This- malkes no statement concerning the total sgil water sterage
under such an 'oven dry' condition but only as defined by the current state
af s91l1 moisture. The NEH-4 also makes no such distinction™ (Hawkins, 1978:
392} .

For a given curve number, the storage avallable 3t time 1 is therefore:

% = 1.25 = 1,2 (1990 _ 19) 25,4  .ieivnenn. (3.12)
eN,

the walue 25.4 being introduced to express ¥ in millimetres. Hawkins
furthermore states that any change in ¥ will be the difference betwssan
interim rainfall inputs (P) and lesses due to evapobtranspiration {ET) and

runoff and drainage {Qiif s0 that at time 2;

= . ¢ - e 1 S5 s s E R s -
-U-E 1}*1 + ET - (P E’i,I] ,252 {3.13)



Tharelore, From Egquatiuns 1,12 and 30134

1000
+ = 1,2 1_%ﬁ:'- MRN8 HE SAR il s Basy

Since oy definitien

100

CN5 = i T
2 10 SEILJ,I

substituting and simplification leads to

= 1200
2 * %00 BT - (P -G, b
o R T

N {3.15)

By adopting the above procedure to adjust CN for CMS, there are a number of

advantages over the NEH-4 procedure. These are listed below:

{a) Evapotranspiraticn and drainage are implied in fhe NEH-4 classifica=
tien for AMC and CN adjustment without conscious recognition of their
roles |Hawkins; 197B). These losses are directly incorporated in the
above procedure.

{b) Determination of CMS is not limited to a five day pericd.

{c) Curve numbers may be adjusted as continucus rather than discrete
variables.

{d] The Hawkins procedure allows for regiongl variations iIm evapetranspis
ration and drainage as well as Tor temporal variability of EMS, Which
it Chapter @2 was shown te be important, is well accounted for this

modified procedure.

In the preceding chapter a number of procedures for estimating CMS were
reviewed and it was concluded that generally these procedures were indices
of CMS which neglected evapotranspiration and drainage, thus being limited
in their applicability from region tc region. While the Hawkins procedure
overcomes these weaknesses, this technigue requires inputs which are not
readily avallable on ungauged catchments, namely evapotranspiration,
drainage and the dinitial value &f CN. The research presented in the
ensuing chapters therefore includes, EEEEE alia, proposed techniques for

estimating these variables an ungauged catchments.



Chapi=r &

AIMS, DATA AND PROCEDURAL BACKGROUND

The principal objective of this investigation 15 to imiprove the antecedent
meisture comporent of the SC5 model. In attempting bo achieve this =nd
three areas of research were identified and the aims of each of these
investigations are given. The reseanch catchments ace described ang data
reguirements for this study are givern. Finally, the analytical procedures

for evaluating the results are cutlined.
4,1 Aims
The three specific aims of this study are:

(al to determine whether, given accurate measures of antecedent rainfall,
runcff, evapotranspiration and the initial CN, the procedure
described by Hawkins [19?8}] for adjusting 'catchment CN provides
improved estimates of stormilow when compared with the standapd 3CS
procedurs.

[B) to develop technigues for estimating, on wungauged catchments, the

i

starting CN, evapotranspiration and runoff for application in HAWK and
finally

lc] to establish Ehe optimum number of days which should be considered for
the determination eof antecedent moistures eonditions for CN ‘adjust=

ments,

While the first of the above aims was of a more fundamental nature, the
second aim was directed at the application of the SCS model in ungauged
catchments. This latter aim therefore had to meet the following reguires
ments: First, procedures deveiuped for estimating CMS have to be simple to
use, the simplicity of the SCS model being one of its major advantages.
Secondly, data reguirements for these procedures should be readily

available on ungauged catchments.

1 This procedure is referred to a HAWK in the ensuing discussion.



s.2 Th Research Catchments

While & npumber of small agricultural ressarch catcoments havs  Boop
moritored over the years in Matal, the availability of suitsble daras fop
hydrological research remains scarce, With the establishment, i1 th= mig
1970's, aFf research catchments at Cedara and Zululand ang a reinstituticon
of hydrological cbservations at the De Hoek catchments (Figure 4.11, the
availablity and quality of hydroleogical data have improved, although the
records only cover a short pepiod of time. Stormflow events on which this
rasearch was based were thus restricted to medium-sized rather than the

annual stormflow evenhs.

Catchments at Cedara, Zululand and De Hoel were selectead op the bisis of
availability and quality of data, a5 well as their predominantly grassland
vegetation. This latter reguirement was included since most of Natal and
South African agricultural catchments are grassland and any significant
findings may thus be applicable on a reglonal and natiopal scale, Furthers
more, variability in hydrological processes caused by different types of
vegetation were thereby largely eliminated. Backeground informaticn

relating to the threg selected locations is summarised in Tahle &.1,

Suitable hydrological data were available for detailed analyses on five
selected catchments, the areas of these catchments being given in Table
bl
Table 4.1 Background infermation to the Zululand, Cedara

and De Hoek Catchments

Location—

Zululand Cedara Da Hoelk
Latitude 28° 50'S 20° 43'S 29% Q1S
Longitude 31° 46'E 3ge 15'E 29° 10'E
Mean annual rainfall 1 450 mm 875 mm B0 mm
Rarge of mean monthly

temperatures 16,9°C-24,9°C 11,3°C-19,8%C 6,B°C-18, 6°C

Lithology Biotite granite Shales intruded |Mudstone,

Erelss by delerite sills|shales and

and dykes sandstones
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Table 4.2 Location and areas of the five selected catchments

Catchment Location Area (km )
k2M20 Cedara 0,25
V1M2B De Hoek 0,4
VTMO3 De Hoek 0,45
WiM16 Zululand 3,22
WIM1T Zululand 0,67
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lerted catchmerits afe presented in Figus gl = LEur 4w
stchments YIM2A and Y7THO3 consist entirely of short grasslanag, Vagel
map Fthese catchments ars rot incluged.
The information presented in Figure 4.2 to Figure 4.5 15 Dased or g

obhservaticns

and Mulder (1979) for the Zululand Catchments and Schulze (1979

Hope

Lhe

Cedara Catchments.

as well as on Varlo

ys surveys which hawve been

dacumented

Was obtained from Cousens and Burney (1977) and De Villiers (19631
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5.4 Hydrolegical and Metearclogical Data

phile weach of the catchments under consideration is instrumentad by =
continuous Tlow recorder and at least gne autographic raingaugs, continuous
processead data in digitised form for these continucus records are unly
available for catchments WIMIS, WIMT and 'U2M20. For th= remaining

catchments selected storm hydrographs have beaen diglitised te provids the
stormflow wvolumes and hydrograph chatacteristics for these svents. The
assopciated storm rainfall and 30 antecedent days' rainfall have also beaer
recorded. The processing of runcff records and stermflow hydrograpns
followed the procedure destribed by Schulze and Arncld (1979).

The separation of stormflow From delayed Flow was based on the Hawlent and

Hibbert (18987} aporecach,; whereby a line of constant slope of 1,13 mm, qay-l

ﬂay'1 is projected from the beginning of & stream rise to the point where
1t 1ntersects the precession limb of the hydrograph (Arncld and Schulze,
19743 . ficeording to Arncld and Schulze, stormflow voldmes "... =stimatsed
by the 5C5 model under contrel situations have shown very closs agreement
with results using the above method® (Arncld and Schulze, 1873:153).
Furthermore, Hewlett, Cunningham and Troendle have stated that the
classification of streamflow into stormflow and baseflow Moi. 315 an
arbitrary decision of the analyst, whose main chjective i1s, or should bes,
tc maintain a consistent criverion for separation over all basins and all

hydrographs" (Hewlett et al, 1979:232).

The selecticn of stormflow events for this study was restricted to those
hydrographs produced by 15 mm or more rainfall. While this is rnot a
particularly high threshold (SCS procedures were based on the annual storm)
it allowed for the selecticn of a sample large encugh for statistical
analyses while the Highly variable small events were largely excluded.
Storm rainfall includes all rain falling between a point in time twe hours
before the hydrograph initiaticn and the termination of stormflow by the
(i1 mm.danydgf'%éparatinﬂ slope. The two heour advance "allows for some
clock error between water level and rainfall recorders and alse for small
aberrations in the computer-determined hydrograph rise”" (Hewlstt =t al,
197T:234).
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pyaporalion depiths apgd mean daily ang munthly Lemperatures. hase
additicnal data wers cbtarneq from meteorciogical stations located agsc=nt
to the catchments under consideration, the gata for the Cedara arg De Hose
Catchments naving been priovided by the Department of Aericulturs ani

Fisheries and the data for the Zululand Catohments by the Department

Geography of Lhe University of Zululand.

4.4 Catchment Curve Numbers

For the Determination of CN in the five catchments the procsdures described
iri NEH=& (1972} and Schulze and Arricld [197§) were followed. Having first
tdentified homogeredus Vegetation/dscll upits, cupve numbers for average
moisture conditicons were assigned to those units and the prioportion of thes
catchment covered by eath unit determined. Details of the derivatiocn of CN

values Tor the five selected catchments are presented in Appendix 1.

Storm rainfall and stormflow data were used to determine: the ‘'true' op

cptimum catchment CN value for each event. Solving for 8§ in the stoemflow

sguaticn:
(P GES}E
0 = u:o' , P 20,28 S (O
1elds
S = 5(P+20- (402 - se)™3 .. e (42

Making use of measured wvalues of @ and P from actual sterms and
substituting in Equation 4.2 te obtain 5, the 'actual' CN for these events

could be calculated by using the previously described relaticnship.

cN = 1000 PRI L AL

While <Lhe above procedure was used to determine a single lumped CN for the
catchment, calculations of the optimum CN values for ipndividual CHN units
within the catchment from storm rainfall and stormflow data necessitated a

different approach, since stormflow amounts preduced by each unit could not



be: det=rmireg  rndrselauml Dy Ty adgpted procedube Wwas s
cquation develdped by Hiawkins [1978), whnich BHas baern discubs=d poevicus Ly

(eF Sectidn 3.3), viz:

oy = Tzonmiu comerams ()
whare

A¥Y = ET = (P= D!J or change 1n sStorage

CNE = calculated CN at end of interval and

CN, = initial CN at start of interval

Assuming CN values for each unity; basad on the scil-cover complex, to be
carrect, stormflow 1Q) is calculated for each unit {(Eguaticn &4.1}): These
proporticnal values of 0 are added te yield the tetal calculated stormflcow
volume for the catchment. The calculated and observed volumes ars  Lhan
compared. If the cbserved values i5 less thar the caleulated value, ¥ in
Equaticn 4.4 1is dincreased and the EHE values for each unit adjusced
accordingly, and vice-versa. The procedure is trepeated until cbserved and
calculated stormflow volumes correspond. 4 flow chart of this procedurs

for cptimising CN is presented in Figure 4.7,
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Regarding the above procedure, the following should be noted:

{al The amount by which ¥'is adjusted in each step and the accuracy to which

pbserved and calculated stormflow must correspeond is pre-defined. In



b The gssumption 15 made that changes i ¥ #re umllorse througnout ohs
atchmarit which, as has been shiown in Chapter 2, is a4t entirsly
et

4.5 SBtatistical Tests and Error Functions

The accuracy of stormllow simulations using HAWE or the standard 5C5 mooel
was assessed in terms of the coefficlent of determination (D) ang the
coefficient of efficiericy (El of cbserved and calculated stormflow depths

in which:

£(Q, - 8,0 - gla, -0 )®
D = = = ; B TR (4.5
g -0
@ o
and
ge. - 83°- g1a - 6.7
E = S 9 g« s see K06
Etﬂa- GDJ
wheare
Q. = observed stormflow
ﬂu = mean of observed stormflows
ﬁc = ¢alculated stormllow and

2 = estimated stormflow obtained From the regression
line of @, on L‘Jc .

0
A
cr

Both D and E will always be less than uniby, high wvalues indicating
accurate simulation of stermflow. However, these two statistics are fot
identical as may be seen by comparing Egquation 4.5 with Eguation 4.6,
While D is a good measure of the degree of association betwesn cbserved and
estimated waluss it does not reveal systematic errors (Aitken, 1873).
However, by considering D and E together it is possible toc ascertain

whether systematic errer 1s present, the value of E being lower than U when



lala

Lits ds =, The wvalus of D can rawes Cram 0 1o ) sl that < E oy

rarge from == ta  «i.

The error Function By may be used as an absolute measure of the efficlency
of a model for comparisch with othier models (RAcberts, 1979:; Psrsupal
Commuriication). The errur function Fj 1s dafifed as the diffarsnoe betwear
D and E. Thus the cleoser F, 15 to zero, the less the systsmatic error
gccurs in simulated stormflow. In addition to the above procedurss,
cbserved wversus calculated stormflow volumes using the various procedurss
have been plotted as scattergrams and may be comparsd with the line of
perfect agresment (1:1).

The aims and hypotheses of this resesapch have been dutlined and the
ralevant data requirements and analytical procedures presented. Attention
is now turned to the procedures by which these hypotheses wers tested and
the results thus cbtained.



Chaptsr =
THE APPLICATION OF THE HAWKINS PROCEDURE TO GAUGED CATCHMENTS

I order to gauge the =fficiency of Hawkins technique [HAWK) for simulsting
stormflow volumes, 1t was necessary Lo slimipate as far as posszhle Lo

tHaccuracies caussd by the limitabtions of the inputs into the model. T
caloulatad stormflow volumss using thess gauged or 'optimum’ tnputs wepe
ther compared with observed wolumes. While rainfall and runoff data wepe
gauged values, assumed to be corract, starting CN values Iﬂﬁtl and actual
evaputranspiration (AET] depths used ir HAWK had to nhe derived. HAWK was
thus tested with optimum fnputs using the lumped CN° and distributed GN
methods of calculating stormflow volumes lef Section 3.1). This snalysis
was conducted on the two Zululand catchments, WIMIE and WIMIT. sSince the
required data, particularly with respect to the derivaticn cf AET, wers

only available for these two catchments [(Appendix 2).
5.1 Experimental Procedure
5.1.1 The optimum initial curve number

The value of CHI for a stormflow =ven was taken to be the optimum CN wvalue
of the previous stormflow everit, this valu=s having been determined by the
procedurs outlined in Section 4.4 Referping to Figure §5.1, the optimum CN
for event I is the CN value of time A._ 3Since this is CHIFcr the svent i,
the rainfall, runoff and AET between the start of storm I and the start of
storm I1 had to be determined in order to depive the change in storage, ¥
used to calculate the ENE For event TL.

5.1.2 The derivation of actual evapotranspiration

The determination of AET posed a major preblem in this research. Puotential
evapotranspiration (PET) may be estimated r=latively easily by
procedures such as those described by Penman (1948), Thornthwatte (1948),
Blaney and Criddle (1950} or Van Bavel (13966). Actual evapotranspiration

rates are, however, governed not only by potential evapotranspiration but
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carchment



RET is by equaticn:

AET = PET x T (i) s G
Wheprs

AET = the actual rate of svapotranspiration

PET = the potential rate of =vapobranspiration

AW = the available soil moisturs and

AWC = the available water capacity of the soil

Since, however, informaticn regarding AW and AWC was not available for the
catchments under consideratlcon an alternative procedure was considersd more

suitable for calculating AET.

A regression eguation was developed whersby AET cculd b= determined. The

equation toock the Tollowing form:

AET = Bﬂ -+ B1E + BEH T S e (5.2)
where

AET = actual evapotranspiration

E = a measure of the epnergy available for evapctranspiration
= s5cil moisture available For evapotranspiration

EG = the unknown regression coefficient referred to as the

constant term and
ET-E = the unknown regression coefficients associated with the

independant variables E and HW.

For the derivation of AET the hydrological equation may be written as:

n
2
I
=
*
7

AET g > I T
whers

1

rainfall inputs to the catchment

D1 runeff from the catchment and
EI'St.

i

changes in catchment storage

While P and ﬂT may be determined on a gauged catchment, changes 1in St are

more difficult to assess, this only being possible when soil moisture and
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SLLUaAT LG, HECH 2o Lhal iliustra 3 I T LEURS by i 3 AET Wl a
calzuiateq between polnts & and B ana the measure ol euergy ang sail water
for evapolransplration would be geteerminea for the same perlod

Two méasures of the snergy for eyapolranspiration were tested, wviz, mean

temperature (PC) and A-Fan =vaperatics depths (mml. The total deptn of
rainfall Ffor the pericd lUnder cansideration Was assumed to be measure of
the soil molsture available for evapotranspiration. Assuming temperature

and &-Pan svaporation exhibit strong intercerrelation, one of these energy
variables had bto be excluded from the regression sgquation. The excluded
variable was Cthat variable ‘contributing least to the coefficient o©f

detarminaticn.

The above Wwater balance procedure is an adaptation of the procedure
generally used to make estimates of AET over long pericds, usually in
exgess of a year (Dunne and Lecpold, 1978). However, Schulze [1974) used
this procedure over pericds as short as one month in e study of catchment
avapotranspiration. The average duration over which AET wvalues were
taleculated for developing the regressiorn sguations was 12,7 days. For
Ereater accuracy two regression squations ware develGped for sach cvatchment
under consideration, one for the summer months and ane for th= winter
months allowing for seasgnal differences in soil moisture and soil

radiaticon.
5.2 FHResults and Discussion
§.2.1 ‘Optimised curve numbers

The average optimised CN values for events testad in catchments WIMIS and
WiM1T are presentad in Table 5.1. The average optimised CN values for =ach
goil-cover complex unit in WIMI6 are lewer than the asscciated average 3CS
values of CH for AMC-II (Table 5.1). This cbsepvation is alsg manifast in
the compariscon of lumped CN values. These lower optimised CN values may be
the result of the prevalent moisture conditions on WIM16 being lower than
those assumed to be associated with CN  at AMC-II.  Alternatively, CN

values may, for some reason, have been coverestimated from field data.
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(b) for cabchments WINIG ana WIMNIT

T -

3 b hmernt Homogeneonus Soll Cover Complex lnits .umpea l

I I 11 IV V VI GN

.HTHIB '3 aﬂia &911 E‘T;E’ "3&12 b ) T].E’
b BB,5 T&,3 61,5 98,0 - - 77,2
WIMIT i 96,3 55,6 B87.2 &1,8 T4,5 36,1 &2, 1
b g8.,0 55,0 BT.2 &1.,0 T4,1 39,8 63,2

§.2.2 Equations for actual evapotranspiraticon

The vresults of the analysis fir the derivation of regression eggations o
calculate AET for catchments WIMI6 and WIM!T are presentsd in Table 5.2 ang
Table 5.3, with both tables giving the individual coefficients of
determination (D) between the thra2e independent variablss and AET as weil
as the coefficient of determination for each set of independent variablss

regressed against AET.

Tabla 5.2 <Coefficients of determination (D) Ffor the assptiation of
individual and combined independent variables (A-Pan evapcoras
tion, rainfall and mean temperature) with the gependent varizble
AET, for catchment WIM16 (n = number of chservations)

Summar 1 Winter
Varldble D 0 D D
A-Pan Evaporation &, 521 0,687+
- | 0,835 - 0,994
[Rainfall 0,825 0,993y
- | 0,929 - 0,003
Mean Temperature 0,640 0,442
n = 28 n =15
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irdividual and combiried indepenaent wvarisblos [A=FPur =vaporatlio

raznfall ang mean temperaturs) with the gependent variable, AR

for catchment WIMIT In = number of cbhservations)

LA Wiriter
Variable B D D ju
h=pan Evaporation 0,660 - 0,568 4
~ | 0,936 =~ | 0,958
Rainfall 0,425 1 3,958 =
= 8926 - | 0.%68
Mear Temperature 0,877 = (0,404
n= 31 = 15

On the basis of the lowest coefficient of determination |D), =2ither A-Pan

eyaporaticn or temperature was excluded from each of the regression

anuations,; since these variables exhibited strong intercorrelation lranging
from: 0,664 te 0,9501:
calculats AET on catchments WIMIG and WIM17:

The fcllowing equations were finally accepted to

WiIMIE

AERT = 1,923 + 0,121 A+ 0,540 P (Summer) ... sceene £5,:51

AET = 4,698 + 0,009 A + 0,833 P (Winter} ..iccovveos (5.6
WiM1T

AET = 1,406 + 0,1200A « 0,561 P (Summer])  Ji....i... (5.71

AET = =5,076 + 0,011 T 3 0,872 P (WintelP) . .ssspmes (5.8)
where

AET = actual evapotranspiration (mm}

A = A-Pan svaporation (mm)

Energy variables and
= mean alr temperature (9C)

P = ‘rainfall (mm).

(Al the wvalues in the above equations are cumulative totals fer the

interim pericd for which AET is calculated.)



Examindal i f'the biboy St LoTay e uah i LEesll LY p==inf.ay il 1
auiz mMelstone bnd  enargy ToOr avaporatacs e alf=emenn  Tor VLmE  ®a
wrgtar @ bGth  catchments WIMIG sng WIMIT. In sEotmment  WiMIa &

[Essaciatas with' Pl 13 siragtep dn Wintsr than it slnmer wnile the conveprhes

Ls teus Tor By (associated with A). Similarly tn catchmint WIMIT the rulns
fall wvariable has greater seight in winter than in summer. Thele trands
ape  confirmed by comparing the coefTicisnts of dstermination for Lhe

individual fvdegendant varisbles on a seascnal basis (Table 5.2 and 5.3),

Tne above {findings could possibly be dus tc the rainfall regime aof the
Zululang region. In summer the number of ralt days is greatsr thapn in
wirler ard 1t may be axpectad that soil molsturs Ls &t or closs to  fleld
capacity more often in summer than if winter. Evapotranspiratian.  may
cornsequently b2 assumead Lo be 5t the potent:szl rate more fraguently o
summar thRan in wirter. Therelore,; the fdctors gffacting potantial evapos
transpiraticn ((PET): the energy varidbles, woula play & greatsr roles 1o

summer bthan an winter.

It may be concluded from the results presented in this section that the
regrassion equations explatn much of the variation of AET. 1In the light cof
this finding and considering the large amount of variancs acccunted fer by
these equations (D>0,935), the four eguations presented asbove were regarded
as suitable for calculating AET for inclusion in this study where data of

opLimum accurdacy was regquired.
5.2.3 The calculation of stormflow

Having excluded as well as possible the srrers due to inaccuracied of the
ifiputs intc HAWK, namely, EH1 {inditial €N}, rainfall, runcff/drainsge and
AET, it was possible to gauge the efficiency of HAWK for simulating storms
flow depths on catchments WIM16 and WIM1T. Compariscon of the =fficiency of
HAWK with that of thea standard 3C5 technique for CN adjustment was by way
gf the obijective functicons D, E atid FT described ip Sectign 4.5. Both
techriques were tested using the lumped CN as well as the distributed CN
approaches. The error furnctions for these tests are summarised in  Table
5.4 for catchment WIMI6 and in Table 5.5 for WIMIT. Associated scatters
grams of calculated wversus ohserved stormflow depths are presented 1in
Figure 5.3 and Figure 5.4 for these two catchments respectively.



Table 5.5

A number of cbservaticns may be made in

o i 2 I L

® s i
R B -

tegteq oncatonment WIMIG uelng the [umpen
putad CN [DENT methods with ophlmam data
Errar Function |
Brocadurs B E Fa |
1
SCS (LCN) 0,652 0,445 0,207
{DCN) Q,747 0,467 0,280 |
HAWK (LCNI 0,764 0,503 D261
{ DNC) 0, 18T 0,658 0,088

Lesteq

Error functions D,

buted CN (DCN) methods with optimum dats

E and F1 for the standard 505 model and HAWK
o catchment WIMIT using the lumped CN (LCN) ano alstrzs

Ervoer Functidn
Procedure D & F,
SCS(LCN) 0,227 -0, 193 0,420
{ DEN) 0,634 0,584 0,050
HAWK (LCN) 0,719 ~0,053 0,772
{DCN) 0,840 0,833 0,007

the standard SCS model:

[a)

{b)

For both catchments WIMIGE and WIMIT,

csomparing the HAWK procedures

accurate using HAWK (Table 5.4 and Table 5.5).

Overestimation
WiM1A.
S

It may be

noted

overastimaticon

HW1ith

stormflow simulativns wers mors

was commen to 31l the procedures tested 1in catchment
This overestimation is illustrated in the scattergrams (Figurs
that this

is. assoclated

primarily with observed stormfiow depths of between Tive and 25 mm.
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ruprthermore, ovarestimaticn or undarestimation Wwas lass on atohme:
WIM1T, particularly when using the HAWK techmique with distributed CN.

{c) The anfluence of Tthe three-fold classification of antecedent meoisture
conditions fon use in the standard 3C5 model is particularly =vident
in Figure 5.6 for catchment WIM17, where many of the stormflow events
were assoclated wWith AMC-1, gEiving rise to little or pno simulated
stormilow Tor the associated storm rainfall.

(d] Adepting the distributed CN approach in favour of the lumped CN
approach dimproved the accuracy of stormflow simulatiogn using both the
SCS and HAWK techniques on catchments WIM16 and WIM17, this being
particularly discernible when cemparing the error function E for these

procedures.

According te MEH-4 (1972) the distributed CN approach will simulate storm=
flow more accurately than the lumped CN approach. The results of this
analysis support this asserticn. The distributed CN appreach falls withain

the framewocrk of the unit spgurce area theories described in Section 2.1.2.

£.3 Conclusions

To conclude this analysis, it may be stated that given accurate data
inputs, the Hawkins technigue for CN adjustment has been shown to be a
marked improvement on the standard 3CS curve number adjustment procedure in
simulating stormflow depths for the twe selected catchments (Tables 5.4 and
BB However, 1t 1s necessary to establish whether this finding holds
true for the more limited data usually available on ungauged catchments and

alse for catchments in different regions.



dhaptar &
THE ADAPTATION OF THE HAWKINS PROCEDURE TO
UNGAUGED CATCHMENTS

The Four basic dnputs reguired to adjust curve numbers for antecedant
molsture conditlions wusing the Hawkins procedure have been gutlined 4n

Chapter 5 as being:

(a) the initial curve number (CN.)

{b) Ethe interim actual evapotranspiration (AET)
(c) the interim drainage or runoff (Q) and

(d} the intepim rainfall (F)

AssSuming antecedent daily rainfall wvalues to be available on ungauged
catchments, the reémaining three inputs need to be estimated. Procedures for
estimating these iInputs are proposed in this chapter followed by an
examinaticn of the results using these procedures and HAWK to adjust CN for

catchment molsture status and thence calculate stormflow by the SCS model.
6.1 Experimental Procedure
6.1.1 The estimation of initial curve number

The accuracy cf'CN1 is of utmost importance in deriving CNE (the CN priocre

-

tc the stormflow event| because inaccuracies in the griginal estimats of
CN, o
through to CN, and are not 'averaged out' over time. However, if CN, could

assuming an accurate measure of changes in storags (¥}, are carried

be determined accurately by one means or another, it would sbviate the need
Lo determine CHE using CH1. Initially two procedures for estimating CN, on
ungauged catchments wWere developed and tested, both procedures using averas
ging techniques. These procedures were based on the 20 antecedent days'
rainfall prior to each stormflow event, these 20 days being divided intc
four pentads. The following analvses were a1l conducted using the distris
buted CN approach since, according NEH-4 (1972), this method yields better
results than the lumped CN method, this having been substantiatated in
Chapter 5.



o

The [irst procedure developed [or calculating EHl invelved the determindis
tion of CMN values for each of the four antecedent pentads and the

calculation of an average CN value (CNAT) using the following methods:

[a) ‘Caleulate -<the CN Ffor eath pentad (PCN]. Theqy at the start of the
penitad was assumed to be the spil-cover complex CN for the AME-II
condition and the CN at the end of the pentad, PCN, was determined
using the Hawkins technique (Egquation 3.15).

(b} Calculate the aveprage CN for the four pentads (CNAY).

2
CNA = & Jlase NS
whera
CNA1 = CN, in HAWK and
Pcui = the calculated pentad CN for each pentad

le} TRe-adjust CMAY! for changes in storage (¥) over the final pentad.
This was the fipal CN used to calculate stormllow velumes IEHE ) and
thus gave additional weight to changes in ¥ during the pentad clesest to

the stormflow evant.

The second procedure for calculating CNl. referred to as CN32, was based on
the moving average principle. Starting with the pentad furthest from tLhe
evernt (pentad 1) the pentad CN IPCH!1 was calculated by HAWK assuming the
soil-cover complex CN for the AMC-IT condition to be the initial CHN lEN1 )
The average of the socil-cover complex CN and the calculated PCN for this
pentad became the new starting CN, wviz, CHI. for the next pentad. This
procedure was repeated for the second to third and finally third te fourth
pentads, with the adjusted CN in each pentad being averaged with the soil-
cover complex CHN to constitute the initial CN of the next pentad.

Four additional procedures for estimating the initial CNs reguired in
adjusting CN by HAWK were tested. Each of these procedures assumed the
soil-cover complex CN at AMC-II to represent CH1. The first procedure cals
culated changes in ¥ over five antecedent days, the second procedure was
based on 10, the third on 15 and the fourth on 20 antecedent days. These
four procedures are referred to as CNS, CN10, CN15 and CN20 respectively.
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The testinEg of the 51X CN procedures described above was poerformed off  t

() First, the data ol 'cptimum' accuracy, derived from gauged catchments,
were used, Thus,; measured rainfall, measured runoff ana AET calculas
ted by & regression equation were used to determine changes in
catchment storage, V. Since both conbinugus flow ‘records and the
information for the regression equations to calculate AET were availas
ble only for catchments WIMIG and WIM1T, these were the opnly twe
catehments where 'optimum' data weres used ip these analyses.

{p] Secondly, measured rainfall with estimated values of runoff and of AET

were used, viz, 'test' datsz.
6.1.2 The estimation of actual evapotranspiration

For the calculation of AET on ungauged catchments, estimates of the

Following variables had tc be made:

fa) the rate of potential evapotranspiraticn (PET) and

(b} the soil moisture available for evapetraspiration:

The estimation of PET was made by the Blaney and Criddle (1050) equaticn,

this method being chosen because:

{a) the eguation is based cn average air temperatures, which are available

for most regions of Natal and
tbl crop type and day length are considered in this equaticon, thereby

providing for regicnal and catchment differences in PET.

According to the Blaney and Criddle egquation:

PET = (0,142 Ta . I,D?E!tTa + TEBIRE wovsovmmon (Bee)
where
PET = potential evapotranspiration (mm x 10)
Ta = average air temperature (°C)
k = empirical crop factor which varies with crop type and stage of

growth and
d = the menthly fraction of annual hours of daylight (Blaney and

Criddle, 1950)



Values of k and d as tabulated in Durine and Leoptld (78] wape (sed if

above eguation.

Irnformatzon pertalning to the moisture characteristics of many soil Sepia:
in Natal are not readily avallable. Te overcome the préoblem of limited

information for applicaticon in calculaticons of actual evapotranspiration,
procedure was developed to adjust PET rates for restrictichs in the availas
bility of so0il moisture based on Holmes' (18961) pelationship betyesp

available soil moisture and the rate of AET:PET for different Gtextured

30ils (Figure 6.1).

Figure 6.1 Ratio of actual evapotranspiration (AET) to potential evapos
transpiraticon (PET) as a function of soil mcisture for three

sc1l textures (Adapted from: Helmes, 1961)
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rnce 1L wWas not -practicable b et ermlne, DY diraect mesEns, ENe avalid
s01l moisture onca catchment, 1t Was meceEsksry Lo defline classes of ante
cederit rainfall which may be squated with soil moisture available [
inn NEH-4

=vapotranspiraticn. The antecedent rainfall classes defined

e
I

(1

et

for application in tha SCS stormflod model were adapted for this
purpgose, and since most stormflow evenis in Natal occur during the growing
season, Lhe painfall class limits asscciated with that ssason were assumed
(ef Bection 3.21. The SC5 antecedent moisture classes were -wus=sd since
these classes imply the wupper and lower boundaries of soil meisture,
namely, [ield capacity and wilting point, which correspond with the soil

moisture limits in Figure 6.1,

In order to provide a Fifer resclution for the determinaticn of AET, ths
three moisture classes were each divided into tWo sub-classes to produce
six classes. Since the relationship between the five day antscedent rains
fall and the antecedent molisture classes (AMC) 1s linear [(NEH=4, 19721,

AMC-I1 «could be divided into tWwo equal sub-classes and classes of sguivas

lent "width', shown in Figure 6.2, were created in the AMC-1 and AMC-=III

plasses.

Figure 6.2 The derivation 4F class limits for six antecedent molsture

classes from the three criginal 5CS classes
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By sUparimposiog EHe six antecedent moisture LHAamas on L= thsc 1553
Figure 6.2 and assuming the centre of the class to be representative i
that <class, the ratie AET:PET for the major soil types could thus be

estimated for =ach antecedent rainfall elass (Figure 6.3).

Figure 6.3 The assumed relatipnship betwesn antecedent moisture condis
tions, &aoil texture and the ratio of actual to potential

evapotranspiration
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(1) Sand (2) Sandy-Loam (3) Leam (4) Clay

The curves presented in Figure 6.1 were simplified in Figure 6.3, being
represented as straight lines. An additional line for sandy-locams was
introduced half way between curves for sand and loam since many of the
soils in Natal fall inte this category. The tonversion factors for talcus
lating AET from PET based on so0il texture and moisture conditions are

contained in Figure 6.3



While the procedure oublineg above includes @ number of assumplions, the
majur factors poverning AET rates are accounted for thereby providing A
conceptually sound estimate of AET. Furthermore, the data requirements [op
this method, wiz, dally rainfall and the major soil types, are generally
available for ungauged catchments. Textural descriptions of the soils of
Natal are given; inter alia, by Van der Eyk, MacVicar and De Williers
{1969). A further advantage of this method is that AET may be weighted faor

esach soll type within a catchment.

For the stormflow events conslidered in this research, PET was calculated
for the respective month and reduced to a depth per pentad. Or. the basis
af the rainfall in each pentad these values of PET were adjusted for tLhe
assumed available soil moisture (Figure 6.3), with AET Gteing weighted

according to the area of each major soil texture type in the catchments.
6.1.3 The estimation of runcff

The estimation of runoff or drainage from 3 catchment is a fundamental
problem in hydrelogy with models for this variable generally being of a
complex nature. For the purpose of this study an estimate of runeff from
ungauged catchments over a minimum period of five days was required. With
the wiew to applying BAWK on ungauged cabtchments it was necessary Lo
develop a procedure whereby relative measures of the runoff response from
catchments 1in different regions could be estimated. However, nc such
procedure exists for application in South Africa over such short periods,

namely, a pentad.

The method proposed in this study for estimating runoff for each pentad is
based on a procedure described by Midgley and Pitman (1969) for calculating
the mean annual runcff from ungauged catchments. According to the above
authors the relationship betweern mean annual rainfall {ﬁnl and the mean
annual runcff (Rl 1is non-linear and varies geographically within South

Africa.

The relationship between By and R was expressed by Midgley and Fitman

{1969) as a power curve:

N | :
R 8P (6.3)



A = mean amnual runcff (mm)

P = mean annual rainfall (mm) -and

i
W
=
=¥
-
i

coefficient and exponent respectively of the powsr function

The above relationship holds up to & critical value of mean annual rains
fall, Pm' after which the slope of the power curve is uniiy. Beyond this

critical value mean annual runoff is calculateg agcording to the following

equation:
R = P =L PR L - T
m
whers
L = a constant loss (mm), applicable where Pm > p

The wvalue of Pc and hence L may be determined by differentiating Eguation
6.3 and eguating dHIde ta unity, thus establishing the peint at which the

slope of the power curve is unity (Midgley and Pitman, 1869).

Regional values for B and y were determined by Midgley and Pitman (1969)
for South Africa. Thus for a given location and given mean annual
rainfall, the runoff respcnse of a catchment may be determined, this

response being expressed as:

R
He = ﬁ;— .......... [6.5]
where :
HE = the mean annual runoff response.

The wvalues of B, ¥, Pc and RE for the catchments included in this study are

summarised in Table 6.1.

Table 6.1 Values of the coefficient (B}, exponent (y), eritical mean annual
rainfall {PEJ and response ratic :HE] for caléulating runoff in

the six selected research catchments

Location B Y Pttmm} He

Zululand 6.416 % 1072 3,433 1403 0,310
lcedara 6,416 x 1072 3,433 1403 0,093
De Hoek 5,033 x 10~% 3,554 1080 0,153




ations of runoff for each pentag the sssumPtion Was mage thatl tns
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response of the catchment to ‘whe rainfall guring the respective pentad was
the sEme= as He‘ For example, if & pentad's kairffall at Caddara [Hﬂ = 0,093)
was 30,0 mm, the peritad's runoff was estimated at 30,0 % 0,093 =‘2.T? fmm .
While it is accepted that there are f[undamental weaknesses Ln Shis
approach, particularly with respect to delayed drainage, no alternabives
were researched for estimating runoff over short periods. Furthermore,
this procedure provides a relative measure of drainage losses from reglon

Lo reglon.
.2 FHResults and Discussion

The simulation of stormflow depths on ungauged catchments by the SCS5 model
using HAWK necessitates the derivation of CN,, AET and interim runoff/
dralnage. Procedures for estimating these model inputs have been proposed
in Section 6.1. Two catchments, WIM16 and WIMIT, have accurate data
available for HAWK (optimum data) thus making it possible to evaluate the
effucts of the various proceadures for estimating CN1 or Simulated stormflow
depths, largely independent of variations caused by data inaccuracies. The
results of the analyses condiucted on these two Zululand catchments are
dealt with first followed by a presentaticn and discussion of the rasults
from catchments U2M20, VIM28 and VTMO3 for which only calculated runoff and
AET were available (test datal.

6.2.1 Stormflow simulation on catchments WIM1& and WIMIT

The results for the stormflow simulation analyses conducted on catchmernts
WiM16 and WIMI7 are summarised in Table 6.2 and Table 6.3 respectively.
The associated scattergrams of observed versus calculated stormflow depths

for these tWo catchments are presented in Appendices 3 and & respectively.

By the Tirst examining the error functions D, E and Fl associated with the
tests conducted using optimum data, the following cbservaticns may be made

regarding the six CN procedures tested on catchment WiM16 (Table 6.2):

{a) Although procedure CN5 results in the highest value of D (0,918}, this
procedure gives rise to large systematic over-estimation in calculated

stormflow depths. The wvalues of E and F, are -1,207 and 2,118



respectively, ‘these being Lhe greatest arecal values of the six N
procedures.

The three procadures CN10, CN15S ana CN 20 simulate stormflow d=pths
almost egually in terms of the srror functions, D, E and F..

The averaging procedures, GCNAT and CNSZ2, are assoclated with high
values of D, wiz, 0,848 and 0,884 respectively. However, the
systematic over/underestimation reflected in the values of E and F]
rniagate the usefulness of these procedurss for adjusting CN and subses

quently calculating stormflow by the SCS model.

Table 6.2 Error functions D, E and F1 for the standard SCS model and six

HAWK curve number procedures tested on catchment WIM16 based aon
aptimum data (OPT) and test data [TES)

Erraor Function
iFracedure D E F,
SCS 0,747 0,467 {,280
CNA1(OFT) 0,840 -0, 458 1,268
{TES) 0,866 =0,693 2,260
CNSZ2{0PT) 0,884 =-1,022 2,108
{TES) 0,884 o,780 0,134
CNS (QFPT) 0,918 -1,207 2,118
{TES) 0,891 -0,370 1,261
CN10({OPT) 0,701 0,305 0,396
CN15{0PT) 0,692 0,387 0,305
[TES) 0,941 -2,712 3,653
CN20(0BT) ) 0,735 0,443 0,292




=11

(a) Tne systematic error, &8s 1ndicated by F1, was found ol sxamining thie
sCEttergfams 4in ppefidix 3 to be gverestimatiofl cf stormflow depths
for 411 the procedures tested.

{e) While procedurs CN20 results in a value of D of only 0,735 (the fourth
highest), the better results reflected in fupnctions E and F1 make this

the most suitable CH procedure for calculating stormflow on this

particular catchment given optimum data lnputs.

Assuming the optimum data for the analysis en  catchment WIMIE to be
accurate, the consistent cvepestimation of stormflow depths associated with
gach of the procedures tested may be attributed to the very nature of these
procedures. Each procedure requires the scil-cover complex CN at AMC-II as
a basic input, thus any error in the derivaticn af this CN would be carried
througn to the final adjusted CN used to calculate the stormflow depths.
The walue of the average soll-cover complex CN and AMC-IT 'was shown in
Section 5.1.1 to b higher than the aveprage optimised CN wvalues, This
earlier finding may thus account for the overestimation of stormflow depths
reflected in the results of tHis analysis. Since by using optimised start=
ing CN values in the preceding analysis (cf Section 5.2.3) did not give
rise to overestimation of this magnitude on catchment WiMl6, the explanation
presented above is given added weight. Furthermore, the procedures CNAT and
CHS2 are particularly sensitive to errors in the estimation of the CN at
AMC-1I because of the greater emphasis these procedurses give to this CH  in

the derivation of CN1.

The simulation of stormflow depths on catchment WIM17 using optimum data
inputs reveals very little systematic over/underestimation regardless of
which of the six CN procedures are used, with values of FT ranging between
0,002 and 0,028 (Table £.3). This lack of systematic error would hBe
expected if the argumerit given above explaining the systematlic errors on
catchment WiIM16 holds true, since the average coptimised and average soil-
cover complex CN values were found to be similar for catchment WIMIT (cf

Section 6.2.1).



ptimum data [OPT) znd test data [TES
Error Functior
Procaedurs b | E F,
scs 0,636 | 0,584 0,050
CNAT(OPT) 0,821 0,807 0,016
{ TES) 0,652 8,526 0,126
CNEZ1OPT ) 1,828 0,748 0,028
(TES) 0,637 PR 0,223
ICNS [OPT) 0,853 0,849 0,004
[TES] 0, 890 0,875 0,015 i
CN10(QPT) 0,821 0,818 0,003
(TES) 0,883 0,845 0,038
CN1S5{GPT) 0,782 4,780 0,002
{TES) 0;881 0,816 0,065
CN20(0FT) 0,779 0,775 0,003
(TES) 0,890 0,741 0,149

Further: examination of the error functions D and E associated with the CN
procedures: using optimum ‘data on catchment WIMIT show little wariation
(Table B3 The values of D range between 0,853 for procedure CN5 and
0,779 for procedure CN20 while the values of E range from 0,849 for
procedure CNS and 0,741 for procedure CN20. However, since procedurs CNS
is associated with the highest value of D and E and its F1 value is closest
to zero, it may be concluded that this procedure is the mest suitable
precedure for stormflow simulation on catchment WIM1T, given eptimum data
inputs for HAWK.



A comparison of the accouracy of HAWK using the CNG procegul= with PLLmum
data inputs and HAWK based on optiimised initial CN valuss revedls very
littie giffersnce in the errcre functions for catchment WIMIT (Takls 6.4,
Each of the error functions improved slightly using procedurs CN5, suggess
ting that for catchment WIM1T7 the assumption that soll-cover complex CN for
AMC-IT may be used as the value of CN1 15 ¥alid. This situaticn may 'be
expected to arise in regicons having a high freguency of rainfall evenls snd
s0il moelsture contenks which are consistently clese to those wvalues

associated with AMC-II1.

Table 6.4 Error functions D, E and F.I for the curve number procedure CNS
based on optimum data (OPT) and the HAWK procedurs based on

optimised initial CN values iEN1} and the optimum data

Error Function
Frocadure D E 5
CN5 (OPT) 0,853 0,849 0,004
ENT [{OPT) 0,840 0,833 0,007

While the accuracy of stormflow simulations on catchments WIMI6 and WIM17T
is not affected markedly by using any cne of the selected TN procedures and
HAWK 'with oeptimum data, attentien 1s now directed at assessing the
influence of using test data (estimated runoff and AET values) in conjuncs
tion with these procedures. For this purpose, the error functicns for
optimum and test data in Table 6.2 and Table 6.3 associated with the SCS
model and the six CN procedures are compared. In examining the changes in
the error functions when test data rather than optimum data are wused for

catchment WIM16 (Table 6.2), the following observations may be made:

{a} The walues of D Tor procedures CNA1, CHNS2 and CNS using test data are
similar to the corresponding values Using optimum data. However, ths
values of D increase markedly using test data for procedures CN10,
CN15 and CN20.

{b) The error Ffuncticn E generally reflects greater error associated with

the CN procedures when test data are used. However, using test data



L priccadures CNS2 and 'CNS improved the vialue JF E substantially, ¢
-1,.822 Lo 0,750 and =1,207 te -8,370 respectively.
lcl SBystematic overestimaticn of stormflow depths resulting From the use

of test data probably accounts for the less favourable values of £ a:
described 1in (b} above. This may be deduced by examirang Lhe
increases of F1 values for test data in place of optimum data whay [
values are generally comparable. This finding is confirmed by =xami-=
ning the scattergrams in Appendix 3. The improved simulation results
Using priocedures CNS2 and CNS with test data are also confirmed dirn
Appendix 3 with the points of observed and calculated stormfiow
pletting evenly about the 1:1 line,

{d? ©On the basis of the three error Tunctions, procedure CNS2 is the most
effective procedure for use with test data while procedurs CN5 1s the
most accurate of the less complex procedures (CNS to CN20).

In comparing the values of F.  for procedures CHS through to CH20 for test

data on catchment WIM16 [Tabie 6.2), it may be noted that the systematic
overestimation of stormflow increases with the number of antecedent days
considered. This 1s alsc confirmed by examining the asscciated scatters
grams- 1n Appendix 3. Since the systematic error associated with these
procedures did not reveal this trend when using optlimum data, 1t may be
concluded that the test data gave rise to this progressive incresdse in bhe
everestimation of stormflow., Thus the true AET and runcff/drainage would
appear to be greater than those values estimated, these differences being

cumulative and thus greater the longer the antecedent period considered.
A comparisen of the error functions for the six CN procedures using optimum
data with those using test data on catchment WIMIT (Table 6.3), leads to

chservations somewhat differsrt to those discussed above:

{a) In considering procedures CNA) and CNS2, wvalues for both D and E

rt

decreased with the use of test data, indicating that the use of tes
data in these procedures reduced the accuracy of stormflow estimaticn.

(b} As was reported for catchment WIM16, the values of D as well as E
improve when using test data rather than optimum data with procedurses
CN5, CN10, CN15 and CN20, an exception being the value of E which
decreased Tfor procedure CN2D. The explanation given previgusly for
catchment WIM16 may be assumed to hold for catchment WIM1T.



(o) [The very small systematic over/funderastimation assoclated Wit
simulated results using optimum dafta is not increased markegly by
using the test data (F, in Table 6.3].

(d) ©On the basis of the three error functions, procedure CNS 1s the most
suited preocedure for simulating stormflow en this catchment given Lest
data. This 15 a conclusive cbservation since this procedure produces
the highest value of D 10,890), has the highest value of E (0,875} and

is associdated with the least systematic error EFT = 0,006,

The use of test data instead of optimum data on catchment WIMIT resulted in
minimal decreased in the accuracy cof stormflew sSimulation except when
included with the averaging procsdures CNA1 and CHS2. In contrast to the
results gbtained gn catchment WIMIG, slight underestimation of stormflow
depths for observed values greater than 12,5 mm was revealed for the two

averaging proceduras CNA1 and CNS2 [Appendix 3).

Having examined the results of the six CN procedures using both sptimum and
test data on catchments WIMIG and WIMIT, a number of gerneral conclusions

may be reached:

tal The methods proposed for estimating AET and runoff on ungauged catchs
ments are successful Tor inclusion in HAWK and thernce simulating
Stormflow depths on these two catchments. However, there is svidence
suggesting systematic underestimation of either runoff or AET lor
both) in catchment WIM16, thought this is not conclusive.

{b] The two averaging procedures, CNAD and CN32, hold no discernible
advantage over the less complex CN procedures, CN5, CN10, CN1S and
CNz20.

{c) The accurdte determinaticn of CN values from the sgil-cover complex is
critical to the accuracy of predicting stormflow depths, a view subs
stantiated by Hawkins (1975). Inaccurdacies in estimating the so0il-
cover complex CN and AMC-TI may account for systematic over or unders

estimation eof stermflow depths.

The final step 1in this analysis 15 to determine whether the s1x CN
procedures dealt with above would simulate stormflow depths, on ungauged
catchments, more accurately than the standard SCS procedure. For catchment

WIM16 the error functions associafed with the standard SCS procedure



he standard 365 procedur=s with those of the modifisd procedurss. using Lest
data indicat=s that Lhe error expressed by D 1s grester for the stangarc
SCE than for any of the six CN procedures tested on catchment WIM1A.
Howevsr, Lthe wvalue of E asscciatsd with the standard SCS procedurs
indicat=s a higher efficichcy oF sSimulation than Tor the reméining

procadures, exXcepht procedurs CNS2. Furthermore, systematic overestimation
15 not as apparent for the standard SCS procedure as it is for the modified
HAWE precedures, only procedure CNS2 having a value of F1 closer to zers
than the standard SCS5 procedure. From the above observations it may thus
be concluded Shat for catchment WIMIE simulation of stormflow depths,
assuming this to be ‘8n ungauged catchment, would be best achisved by using
procedure CHN32, with the standard SCS procedure being the alterrative

cholce.

The error functions for the stapndard SCE procedure and modified CH  proces
dures for catchment WIMIT are given in Table 6.3. In terms of error
functions D; E and Fl' the standard SCS procedure simulates stormflow
depths reasonably well on catchment WIM1T. However, besides the tuwo
averaging procedures, CNAY and CNSZ, the modified CN procedures based on
test data have substantially higher valuess of D and E whila the values of
F_are smaller than, or similar to, the value of the standard SCS procedure.
Tﬁese results lead to the conclusion that the CN procedures CNS through to
CN20 are superior Lo the standard SCS procedure for adjusting CN values aon
catchment WIM1T. Furthermore, the procedures CN5 1is assoclated with the
least random and systematic error of all the procedures tested on catchment
WiM1T and may thus be regarded as the most suitable procedure for adjusting

CNs on the catchment.

Evidence has ©been presenited 1in this section that the wuse of HAWK oan
ungauged catchments such as WIM1E6 and WIMYT is likely to simulate stormflow
depths more accurately than the standard 5CS model. However, at this stage
it cannet be assumed that this finding will hold for catchments in other
regions. Furthermore, the selsction of the most suitable CN procadure for
HAWK for general application pequires further investigation. Attention is
thus turned to testing these procedures or three more catchments in  Natal,

assuming ungauged conditions.



B.2.2 tormflow simulations on Catchments U2M20, VIM28 and VTMO3

Catchments U2M20, VIMZ8 and YVIMO3 are representative of large part:

Natal. The following results thus have particular relevance Lo the applis
cation of HAWK for stormflow simulations in this Province. All the
analyses relating to these thres catchments were based on galculateg AET

and calculated runeff ([test data), summarised in Apperdix 2.

U2M20:
The error functions assotiated with each of the selected CN procedures for

catchment U2M20 are presented in Table 6.5 and the associated scattergrams
in ‘Appendix 5. From an examination of Table 6,5 it may be concluded that
the simulated stermflow depths are generally inaccurate regardless of the
procedure used, since the values of D are all less than 0,485, ef E less
than 0,105 and F1 greater than 0,244, These results indicate that both
random and systematic errors are associated with the simulated stormflow
depths on this catchment. It should, however, be noted that all the events
considered for this catchment were of the order of four millimetres or less
of stormflow, these small events being particularly difficult to simulate.

Table 6.5 Error functions D, E and F1 for the standard SCS model and six
HAWK curve number procedures for catchment Uz2M20

Errcr Function

[Procedure D E B

[scs 0,001 =1,762 1,873
CNAT 0,207 -0,645 0,952
CNS2 0, 1ad -1,286 1,430
ICN5 0,349 0,104 0,245
CN1Q 0,366 0,014 0,322
CN15 0,409 =0,171 0,580
CN20 0,494 -5,407 | 5,301

The standard B3C3 model performs particularly poorly on catchment U2M20
(Table 6.5). An examination of the scattergram of estimated wversus

gbserved stormflow depths reveals a localisation of points cCorresponding



ta, orcloss 1o, Iepy estimsted stormllow [Rpoendix 5). This Clnoine mHy

be attributed to the patufe of the three=uld classification of antecedepnt

-

mgisture canditions in the SCS madel, A1l Hut ane of Yhe starmflow events
of U2M20 'was associated wath AMC-I and the corresponding CN adjustments

were clearly excessive,

The use of averaging UN procedures, CNA1 ang CNS2, gave hetter results than
the SCS model, CNAl1l simulating stormfllow depths more accurately than CHNS2
in terms of D, E and F1 [Table £.5). However, both these dveraging proces
dures are associated with marked systamatic underestimaticn of stormflow
depths as reflected in the values of Fl (ENAY:E, = £,957: EZHS'_E:FT = 1,340

i
and the scattergrams presented in Appendix 5.

G6f the remaining CN procedures, the trend is for the systematic error to
change from underestimaticon in CNS throygh to progressively large overesti=
mation 4n ‘ENI0, CN15 and CHED. From the above observation, 1t may be
deduced that the Uunderestimation associated with procedure CNS is not
caused by the test data but more likely toc be a function of the imitial CN
1ﬂH1 = Ssoil-cover complex CN). The shift fFfor underestimaticn to
progressively greater overestimation may, however, be attributed tc the
estimates of AET and drainage/runoff being too low. The above hypothesis
is substantiated since the longer the aritecedent period considered, the
greater the absolute discrepancies in 'true' and calculated water losses
freom the catchment would be, giving rise to greater overastimation of

stormflow because of lower values of ¥t

Selecting the most efficient CN procedure for simulating stormflow depths
on catchment U2M20 1s not conclusive in favour of one or other procsdure.
However, on the basis of the errer functions D, E and ﬁ » two procedurss
may be regarded as yielding more accurate results than the remaining
procedures, namely, CN5 and CN10. While CN5 is asscociated with the higher
value of D, slightly greater systematic srror is refllected in the values of
E and ﬁ in this procedure than in procedure CN10. Since procedure [CN5
underestimates and procedure CN10 gverestimates stormflow depths, procedure
CN10 is proposed as a suitable procedure for estimating stormflow depths on
this catchment, since for design purposes, this procedure incorporatas an
inherent safety factor. It should be reiterated, however, that the latter

were performed only on storms with low stormflow,



ViMe8:

A examination (of Tapble BH.6 shows that the =2rror funckien O for all

procedures tested on catchment ViME8 is high, with the lowest values being
0,953 (CN15). Howsver, Lthe corresponding vialues of E=xhibit & substantial
rarge, the lowsst being -0,123 and the highest 0,966. Similarly, F] vl e
range between 1,086 and 0,006. It may thus be concludgeda that the major
type of error which differentiates the accuracy of these procedurses for

simulating stormflow 15 systematic error.

Table £.6 Error functions D, E and F1 for the standard SCS model and six

HAWK curve rumber procedures for catchment VIM28

Error Funciion
rocedure D E F:
SCS 0,963 =0,123 1,088
CNAT 0,944 0,607 0 33T
CNS2 0,945 0,449 0,486
CNS 0,956 0,758 0,206
CN10 0,953 0,846 0,107
CN15 0,943 0,903 | 0,040
CN20 0,972 0,966 0,006

Although the coefficient of determination is 0,963 for the standard SCS
procedure, the associated wvalue E(-0,123) is the lcowest of all the
procedures tested. Furthermore, on examining the scattergram of estimated
versus observed stormflow depths for the SCS procedure in Appendix 6, it is
once agaln clear that the adjustment of CM values for antecedent molsture
conditions has been excessive since most simulated stormflow depths are

zerd ap ¢loss ol zero.

The twe averaging procedures, CNA) and CNSZ, give rise Lo very similar
values of D, being 0,944 and 0,945 respectively. However, greater unders
estimation of stormflow is associated with the procedurs CNS2 than that
asspclated with procedure CHAY, this being reflected in the values of E and

F.

; in Table 6.6 and the corresponding scattergrams in Appendix 6.
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thmougn CN20y as couks the errce function £: Thais obsersation togekns=r witn

an examination  of the corresponding scattergrams i Apgarndizx 6 1ndlcates
tHat the systematic Underestimation of stormflow decrezses with the  mnlumbed
f days Used tp determine antecedent molsture conditions. This findine

suggests that moilsture lasses Prom the catchment are being underestimatsc,

ds was the case for catchment UzM20. Furthermere, the vaelus of bthe soul-
cover comlex CN at AMC-II on catchment VIM28 is a low estimator of CN,
Either the soil-cover complex CN has besen underestimated or catchment
moiSture conditions are generally higher than those assumed Lo Ccorrespond
to AMC-II.

The procedure CN20 simulates stormflow depths very accurately on catchment
ViMZE, both random and systematic error being negligible (D = 0,972
E =0,966 and F.= 0,006). The error Tunctions for this procedure are not
bettered by any of the other five precedurss,; indicating that this is
clearly GLhe most sultable procedurs for simulating stormflow daepths a0

catchment ViM28.

VTM03:
The erreor function for the seven procedures tested on catchment YTMOZ are

summarised in Table 6.7 and corresponding scattergrams are presented in
Appendix T. An examination of these results yields findings very similar

to those dascribed for catchment VIM28.

Table &.7 Error functions D, E and F1 for the standard 3C3 model and sSix

HAWKE curve number procedures for catchment VTMO3

Error Function

Procedure 4] E Fy

SCS 0,299 =-1,062 1y 361
CNA T 0,078 -0,85T7 0,935
CNSZ 0,231 -0,B859 1,090
CN5 0,413 0,110 0,303
CN10 0,681 0,612 0,069
CN15 0,734 0,701 0,033
CNZ20 0,857 0,620 0,237




e standarg SCS predrdume simuldtes shoamblow agually 5s pearly ttahis
marit. VTMO3 &8s 1t dld on catchment VIMEB, aevere ungarestimabiule Deing
appareant  1n bhe scatlergram of estimateq versus ubserwsd stoemflow depths
l Appenazie T). Furthermora, there 15 avidence that thes soll-cover complex
CN, 15 a lower sestimator of CN, while the Caleulavted AET dng runcff  uhders
sdtimate molsture losses frum cadtchment VTHMOI. Djltial upderestimatian of
stormflow by procedurs CONS 1s consistently reduced with the procedures
based uh the prograssively longer antacedent perieds. CN10 and CNTS, whide

procedure CH20 overestimates stormfilow depths slightly.

The ‘procedure most - sulted to simulating stormflow on catchment VIMO3 1s
CN15, having both relatively high D and E values. The Ttwo AVEragling
procedures, CNAT and CNS2, are dssiciated wWith large random and systematic
errors, wWith the wvalue of D and E in Table 6.7 being very low for both
these procedures (D = 0, 232 and E = -0,856].

6:3 Conclusions

A number of procsdures for adjusting CN for antecedent moisture conditicons,
each based on HAWK, have been tested on five catchmerits in Natal utilising
data which may be assumed to be generally available on ungauged catchments.
The procedures which were found to be most suitables for =ach of these

catchments are summarised below:

Catchment Procedure
WiMlG CNS2
WIMIT CNE
U2M20 CNID
ViMza CNZ0
¥7MO3 CN15

While no single procedure was most suited to all the catchments seleciea in
this stugy, the following should be noted:

{a) The standard SCS procedure simulated stormflow less accurately than
the HAWK procedures tested.
{b) The two procedurss using averaging techniques, viz, CNA1 and CHN3S2, did

not  pesult 1n more accurate estimates of stormflow than the less
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most Arcurate procacurs,
{2} Two -sources of systematic =rrar were identified, First, '‘the Gie oF
the soil-cover <omplex CN as a3 starting O undersstimated Lthe I1naitial
CN (EN,) an the twe De Hoek and the Cedara catchments,; whils overssti=
mabion of stormflow depths an Gitchment WIMIE may e partially
attributed to the oversstimation of CN, by the scil-cover complex CN.
Sscondly, ‘Ehe 'methods Tor calculating AET and rundff underestimated
the dnterim moisture losses from the catchments. ALl other things
being considered egual, the secand source of error resulbted in overs

estimates of stormflow,

On the basis of the above findings it may be concluded that nc single €N
procedurs may be canclusively proposed for general application on Gngauged
catchments in Natal. However, thls research has revealed that even with
errors inherent in some of these procedures, particularly systematic error,
the simulaticn of stormflow using the Hawkins Lechnigue of CN agjustment is
mora accurate than that by the standard 3CS model. Furthermors, 4areas
where further research is reguired have been highlighted and these are

discussed in mors detall in the following chapter.



SEpear

AN IMPROVED ANTECEDENT MOQISTURE PROCEBURE FOR THE
SCS MODEL - CONCLUSIONS

In -an attempt to improve Lhe antecedent moisture comporent of the 5C8
madel, Gthree analyses were urdertaken. The first analysis was zimed &t
establishing whether a specific number of antecedent days' rainfall was
associated wWith changss in the potential maximum retentlion of the sslected
catchments. The second analysis examined the efficiency = the Hawkins
technigque of adiusting curve numbers for antecedent moasturs conditicns
given gauged data anputs while the final analysis was concernad With adaps

ting the Hawkins procedure to ungauged catchments.

The: salient featurss of the conclusions reached after =ach of tha thpes

analyses may be summarised as Follows:

{a) No single antecedent period of rainfall is found to more highly
associated with 5 (potential maximum retention) on all the catchments
tested than any other antecedent period. However, on 1ndividual
catchments there is evidence that a specific numper of days' anteces
dent rainfall has a greater association with &, the number of days
possibly being a function of the climate, solls and topography of the
catchment. Thus the five days' antecedent rainfall, 2as used in the
‘508 model,; is not necessarily the most suitable antecedent period for
estimating catchment moisture status {CM3) on all catchments. Tern to
15 days appears toc be a more sultable antecedent period.

(b} Given gauged data inputs, the Hawkins procedure [(HAWK) is shown on two
selected catchments to be an effective procedure for adjusting CN
values For CMS, thus providing for accurate estimates of stormflow
depths. The accuracy of stormflow simulations using HAWK ‘based on
gauged data inputs and the optimised initial CN values tﬂﬂr} is vastly
superior to that of the standard SCS model on the storms tested.

{c) The HAWK procedure 1s successfully adapted fog use on ungauged catch=
ments.  However, there is evidence that the téchniques for estimating
actual evapotranspiration and runoff/drainage underestimate moisture

losses from the catchments considered. Furthermore, accepting a
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temalic errors., particularly whern caloudsbiine otormfiow whors fhes oreue

CH1 valuve @aiffers subsbtantially from the scill=cover complsy CNL
Bespite these wesknesses, thers 15 rcondlusive evidercs that A
ungauged catchments the simdlaticon of stormflcw using the Hawleios

procadurss s Tar more accurate than the standard SE5 procedurs.

In view of the above findings it 1s clear that future research based on the
Hawkins procedure of ON adjustment is warranted, Howaver, more testing is
needeg on events of 2 magnituge used an hydrologilc designs. More specifi=
cally, 1improved procedurss for estimating actual evapotranspiration and
runoff/drainage over short perigds on ungauged catchments age called far.
Furthermore, the determination of a 'most protable' initial CN value
reguires further attention. While adopting the soil-cover complex N as
the initial CN may be =satisfactory in regions where scil moisture is close
to that .assumed for AMC-II, this practice i1s likely tc be unsultable st
times whers soll molsture contents are generally higher or generally lower
than this assumed value. Consequently, the regicnalisation of 'averaga'
501l moisture conditions may priovide a means of adjusting the soil-taver
complex CN' to be a more representative value of the expected initial CN.

A major strength of the SCS model is that 1t 15 a3 simple method, not
requiring a high level of expertise nor sophisticated computing Taciliti=ss
for its application. The modified technigues proposed in this study have
attempted to retain this Feature of the model. Finally, while the resssrch
presented in this Report may be regarded as a pilat study, particularly in
the South African context, it has further helpad towards focussing attens
tion on the complexity of catchment moisture status and on the importarce
of incorporating hydreclogic processes into simple models such as the SCS
model.
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SIMULATION OF STORMFLOW VOLUMES USING THE R-INDEY
METHOD: INTRODUCTION

The R-index' method 1in the form as used 1n this feport weEs publishsd by
Hewlett , Cunningham and Troendle (1977) for estimating stormflow volumes
and peak stormflow rates Prom small forested and wildland catchments in the
eastern United States of America (USA). According to the definitians of
Jackson and Aron [1971) this 15 a parametric, deterministic, non-ligear
model. Hewlett and Moore {1976) state that the wvariable source area thecry
of stormflow productlon provides the basis for this model (cf Section
2.1.1). Converitionzl procedures for estimating stormflow volumes, such as
the SCE model, emphasise the role of soil type, vegetation and land-use on
infiltration capacities in a catchment. Hewlett et al (1977), however,
contend that the impact of these variables is dependent on how far from the
channel they occur and that the responsiveness of a catchment cannot be
simply an interpretation of the weighted infiltration capacities. Rather,
catchment response 3is an sxpression of the nature of the channel network
gnd the dynamic subsurface storage capacities of these parts of the catchs

ment having an immediate influence on stormflow [Hewlett et al, 1977).

Stormflow simulation ftechnigques which assume stormflow ta be sclely a
result of cverland flow are invalid for small rainstorms and in areas where
overland flow 1s negligible {ie, forests and cther well vegetated lands).
No method for predicting stormflow and peak discharge from easily
cbtainable data is wvery accurate and errors in excess of 100 percent are
not unusual [Hewlett and Moore, 1976). The R-index method was intended as
an intermediate tool in the range of methods that begins with the most
basic ({rational formula, Talbot's formula and ends with the complsx
simulaticn methods that require much input data. This method is considersd
suitable for making stormflow estimates from first, second and third order

streams using the classification of Hortom (1945).

Selection of the R-index method for this investigation was based on a

number of considerations. The major reasons were:



3] The R-index mathod 1> sample 1 iaf mading Lb B vishie procegurs For

stormfiow estimates from small catchments in Suuath Africa.

(bl Most stormfllow and runoff models 1n current gse emphasise the infils
Eration process. This model is basad on the variables scource Ares
concept which emphnasizes different characteristics of the catchment.

tc] The BR-index method 15 a non-linedr model and it is widely accephed
that stormlflow pracesses ars non-linear.

(d) A central concern of this study is to assess the importance of anteces
dent moisture conditions in the modelling of stormflow volumes. The
structure of the H-index model permits such an evaluation to be made.

{e} Although the adaptation of this method for use in  Scuth Africa 1s
focussed on  throughout the investigation, particular atfention 1s
given to the sultability o¢f this method Tor catchments of the coastal
belt of Natal and Zululand. The H-index model was developed in  the
humid eastern USA and may thus be expectsd to be suitable for these
humid regions of South Africa.

{f} The authors of the model claim that stormflow estimates in well vegs-
tated catchments of the sastern USA are more accurate using this
method than the SCS curve number method (Hewlett et al, 1977).

An important consideration smphasised by Hewlett et al (1977) is that the
R-index method was not intended to replace other procedures for estimating
stormflow volumes. The method was: intended to supplement these procedures
where they were found te be inadeguate. In working towards the adaptaticn
af this procedure for South African conditions, this study embraces the
same philosophy as that adopted by Hewlett et al (1977).

The research procedures used in this investigation were influenced by the
availability of suitable data and in many instances were modified in
successive studies according the findings of the initial analyses. For
example, calibration of the model was ipnitially conducted using parameter
values including two decimal places. This was later changed to thres
decimal places when greater efficiency was achieved in the iterative

routines of the optimising procedure.

Following a descripticn of the R-index method and the background toc this

method, attenticn is given to the specific objectives of the study. The
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resllts  and andl yses are rict LiteEtEeg to B Lotclasivs Tor South Africa or
any region cof the cduntry but rather tC be z step 1 this aqlrection,

particularly in developing procedures which may be adoptsd for testing the

method elsewhere in South Africa.
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THE R-INDEX METHOD

This descriptian of the R=index method is intended to provide an  Lrsight
inte the rationzle and obiectives behind the devalopment of the procsdure,
fodetailed description of the model is given and finally attention s diawn

to the research reguirements for testing and adapting this method Ofor

stormflow estimaves 1n South Africa.
3.1 Model Development

The R-index method ‘was developed using 468 stormflow events from 11 catche
ments 1n  the eastern USA, the areas of these catchments ranging rom
D.EEE km to 46 kmz. Stormflow volume was assumed to be dependent ¢n thres

factors, rnamely:

{a) storm rainfall or input
(b} antecedent storage or moisture conditicns on the catchment at the time
of the event and

(c) the inherent or dynamic storage capacity of the catchment.

Eight independent wvariables were selected to represent the three Ffactors
gutlined above and the following general model was investigated:
'D' = f[P,P D’, It Sl A- Gr R}

60"
where .
0 = stormflow depth (mm)
P = storm rainfall depth (mm)
Peg = sterm rainfall depth during the most intense hour of the
storm (mm h_Tli
D = duration of the storm (h),
I = initial flow rate immediately prior to the rise in Lhe
1 -2

stormflow hydrograph (1.s .km =)

= seasonal factor based on the time of the year (-}

B catchment area [km?}

= gradient from the measuring station te a point on the catchs
ment divide directly above the origin of the main channel
(mkm ') and



R = mean  Wdeclegidal response of the catonmsnt (=] FLQdat

froms
1 Il ‘:'
R =2 = I = e (9:1]
no
where
P = storm rainfall 225.4 mm and
i = pumber af cbservations.

A definition diagram showing: the relationship between Input and oubput

variables 15 preserited in Figurse 8.1,

Stormflow [(Q) was separated from delayed (low by projecting a line of cans
starit 5lope of 1,13 mm.day._]day-1; from the bezginning of 2 stream rise to
the point where it intersects the recessign limb of the hydregraph (Hewlett
and Hibbert, 1947). The classificaticn of streamflow intoc stormflow and
delayed flow 15 an arbitrary decision of the analyst, whose main cbhbijective
15, ©or should be, to maintain a consistent criterion for separation over
all catchments and hydrographs (Hewlett et al, 1977), In developing the R-
index model three additiconal rules of separaticon were tested by Hewlett at

al (1977) which yielded a vector of four successively smaller values for
stormflow delivered by each event. These four quantities correlated highly
and had similar assgciations with the independent varizbles investigated.
According to Hewlett et al {1977] it ‘seems to matter wepy little what fixad

rule of hydrograph separation is used for catchments smaller than 50 rf

Storm rainfall (P) was taken to include all rain falling up to two hours
before the initiation of the storm hydrograph and until the termination of
stormflow by the delaved flow separation line. The two-hour advance allows
For some clock errcr between water level and painfall recorders and alss
For small aberrations im the computer-determined hydrograph rise (Hewlett,
et al, 19771,
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Factor analysis of the esight independent variables and ones dependent
variable defined in the general model revealed four factor complexes in the
data, mnamely, 1input variables (P, PEaEI' D, existing storage condition
(I, 5}, dypamic storage capacity and output (R, Q] and physisgraphy (A,G).

Fellowing numercus trials and transformatieons of the data, Hewlett et al

(1977) fitted an equation to the cobserved stormflows using a Marguardt
(1963) non=linear least-squarss method. When metricated this equaticn
gilves:

B2 83
[1:0+(8.01361 1Bl o (9.2)




whers

a - stomlClow volume lmm)
B = A=index (=)
P = storm rainfall (mm)

= =
= initi3]l Mlow rate (2.5, km 21 and

=t
]

31_1 = regressicn paramelars.

The addition of 1,0 1in the term between sSguare brackets prevents an
indeterminate @ when I approaches zero. Inclusion of other variables

centributed wvery little to the improvement of the model.

Sings increments of predicted stormflow cannot exceed ircrsments of causas
tive rainfall, thHe constant that %g must fot excesd 1,0 is oplaced in

Equation 9.2. The equation which best predicted stormflows in the eastern
USA is given by Hewlett et al (1977) as:

5
[1,0+ 0,0 1% ... (9.3

'P
Q@ = 0::R )
; ‘ﬁgjr
In this =guation, for large values of P, the first derivative of Q0 with
respect to P must not exceed 1,0, that is:
Al p

33 <1.0 = 0,6 Rise ) "% [1 + (0,0136 1)

25
75,4 ]

2R neaie . (9.4)

Solving the depivative under this constraint, the value sf P -above which

any further storm rainfall produces an equal amount of stormflow becomes:

25,4

E =
(0,6 R [I + (20,0136}

525 ] Z e ‘

Generally, the constraint operates beyond the data range normally expes
rienced (Hewleit et al, 1977).

The relationship between storm rainfall (P), the R-index (R), initial flow
rate (I) and stormflow in Equation 9.2 (constrained by Equation 9.4) 1is
illustrated by a family of curves in Figure 9.2.
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Comparing the results of model calibration in different catchments, Hewlett
st al (1977) concluded that ecatchments with high R-indices gave larger
absolute errors than the others. Furthermors, j@s5e authors found the

the
parameter 8 to be relatively unstable while § and § were similar for 10 af

the 11 catchmeEnts studied.
8.2 The Sine-Day Factor

The authors of the R-index method recognised that for the practical appli=

O

cation of this method an alternative for the initial Tlow rate in Eguation
9.2 would have to be introduced. Thus Hewlett et al (1977) substituted a

seasonal variable S for (1 + 0,0136 1) with 5 being defined ast

s B =
=3 = sin (360 | 365 b 2 e P W] . ),
whers
S = sine-day factor ‘and

D = the number of the day counted from November 21 = zero.
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Tealve sine functions beginning in seqlencs on the 2ist of ealh month uwers
tested. November 21 was delected using stepwise linear regressior since
this index. minimised the standsrd error of O and P and 5 (Hewlett s al,
19771. Sine of day values for use in the A-index method in the eastern USA

are given in Tahle 9.7,

Table 9.1 Sine of day wvalues for the eastern USA (Hewlett et al, 1977]

Day | Nov Dec Jan Feb Mar Apr May Jun. Jul  Aug  Sep Oct

1 | 1,66 2,17 2,65 2,94 2,89 2,77 2,3 1,84 1,37 1,06 1,00 1,23
T | 1,76 2,21 &, 72 2,98 2,87 2,70 2,26 1,74 1,29 1,03 1,04 1,30
14 | 1,88 2,39 2,80 2,99 2,93 2,61 2,15 1,62 1,21 1,001 1,08 1,39
P1 | 2,000 2,49 2,87 3,00 2,88 2,52 2,03 1,51 1,14 1,00 1,13 1,49
PE | 2,12 2,59 2,92 2,99 2,82 2,41 1,80 1,43 1,08 1,001 1,20 1,604

The rationale for using the sine-day factor as an antecedent moistures index
was, according tc Hewlett et al (1977), based on the findings cf Helvey and
Hewlett (1962} whe showed that the annual march of both average soil molss
ture and monthly streamflcow in the southsrn Appalachian Mountains gernsrally
follows a sine wave. The wariable 5 may thus be regarded as a seascnal

correction for R.
9.3 Estimation of the R-index

In recognising that the inherent simplicity of the B-index method is one of
its most desirable characteristics, Hewlett et al (1977) drew attention to
the desirability of mapping the R-index (R} or deriving the 1index from
easily measurable catchment characteristics., A map of the average annual
hydreological respénse for the gastern USA, presented in Figure 9.3, was
produced by Woodruff and Hewlett (1970]. This annual resporise index was
calculated by expressing the annual stermflow depth as a fraction of the
tetal annual rainfall and then calculating the average response for the
number of years of record. The map was based on records from 201 catchs

mernts ranging in size from S.kaE Lo 500 kﬁz.
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Somt  whariatiorl In Cstormflow relponse A @ fundtidn of cRHohmenE  Hial
{Woodrul and Hewlstit, 1970). Stormflows from headland Ccatchments  drs
attenuated downstream and the localisation of rainfall in large Catchments
alsc affects the calculated response. Consequently, Woodruff and Hewlstt
11970) regressed the annual response ratios THHJ ggdinst catchment aress
(Al &and established the following equation for area corrected annusl
responsa (R, 203

AC

R, + 0,00017 A P o R Moy Ky

Rac B

i

Although the regression coefficilent was found to be significant, ar=a

accounted for only one percent of the total variation in ﬁl'

An attempt was made by Woocdruff and Hewlett [1970) to relate the average
annual response fﬁhc} Eo physicgraphical and land-use characteristics of
the study catehments., HNo relationship could be sstablished but these
althors noted that wvariations in an were closely associated with the gecs
logical regions of the eastern USA. Furthermore, no information regarding
the seils was considered in this study and since RﬁC is a measure of the
inherent storage capacity of a catchment, this would appear to be & sericus
omission. Hewlett et al (1977) found that Hﬂc values were approximately
half the magnitude of the R-index as calculated for the stormf{low model

(Eguation 9.1},

A hydrological response map of eastern Kentucky was developsd by Bryan
{19801 . This author proposed a corrected response ratic which brought the
yearly wvalues Eﬁﬂ} in line with the catchment's mean annual precipitation
as well as correcting for stormflow attenuation caused by largsr catchs

ments. The corrected response ratio {ﬁ:j was of the form:

Ri: = Ry + 0,00027 (A) - 0,00241 {P,f - MAP) vnean (5.8)
where

F‘f = total precipitation for the year and

MAP = mean annual precipitatiaon.
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The distelbution o stochlow :'--.*:,;_.n_.t.,sr.-.ull_'_r o= catohmant 15 EEnerd Ly

harsctarissd BY & positive skew Which, accarding ts Olszewski: (UE90RY)
makes 1t gifficult Lo get a pood estimate of the aveérags reEsponss Bl
Genarally, 4in excess of 100 cbservatigns 18 ‘reguired for an =2stimate of R
to be within five percent of the “true' wvalue while 15 to 20 seguential
shseryalions would suffice 1f the dates could be normalize (Olszewskl,;
19781 . Faor catchments in north-eastern Georgla, Olszewsk: (169781 found

that the disteibution of stormflow responges could be normelised by sdbsti=

2,0,5

tuting (£)%7%in place of 3. Hewlett et al (1977) used an exponent of 0,667

to normalise the ratic for the catchments they studied in the eastern USA,

While normalising the distribution of the response ratio allowsd for an
unblased estimate of the average response, the variable A could no longern
be interpreted linearly and directly in terms of response as befors.
However, 0Olszewski (1978} concluded that this was unimportant since B was
intended as an index and rnormalised index did not affect the predictlve

accuracy of the stormflcw model.

Mapping the R-index is not possible in many states of the USA lst alone in
developing and underdeveloped ccountries. fesearchers such as Woodruf T and
Hewlett (19701, Olszweski (1978) and Bryan [(1980) failed to establish any
relationship between this index and readily measurable catchment characs
t=ristics. However, none of these were exhaustive or detailed studies and
did not give sufficient attention to catchment soils. Hewlett and Moore
(1976) succeeded in relating variations in the R-index to the' soil, Eecmor=
phological and land-use conditicns of catchments in the Redlands district
of Ceorgla (Table 9.2).

Table 9.2 R-index wvalues for given land characteristics in the Redlands

district of Georgia (Hewlett and Moore, 1976)

R-Index | Land Characteristics

0,10 0ld Forest bluffs and slopes with wvirgin forest soils

0,12 Forested coves near the piver; with entrenched channels

0,1 Forested uplands mear the river; relatively nmarrow ridges

0,16 Forested upland interfluves, wide flat ridges

a,18 Average agricultural land; pastures, crops, old fields

0,20 Bottomlands, swamplands and beaver pond area '
0,22 Actively cultivated or badly abused and gullied land




The R=indicas maven in Tubls 9.2 &re for Tirst ordep catiolmarts . thiv b
lang unit for stormflow predictign in the A=-Andex method. This conbtrasts

with the 3C5 'model wher= rezponses values are determined for inoivicual

soil-cover complex units regardlass of their position in the catchmsnl.

The concept of average hydrclogical response is central to the R-index

method.: From the preceding review the following conclusicns may be drswri:

(a) The BR-index can be mapped successfully provided sufficient rainfall
and stormflow reconds (spatial and temporal) are available Ffor the
study ares.

(b] Suitable exponential transformations of the hydrological respanse %
may reduce the number of events required te make an unbiased estimate
af the average response (R-index). The use of temporary Eauglng
structures may be viable for determining this index.

tc) First order catchments have B-indices which generally responded cons=
sgrvatively Yo large changes in land-use But dre quite sensitive to
the inherent geological differences in catchments.

(d) R-indices may be defined according to the scils, geomcrphological and
land-use conditions of catchments.

(el Area adjustments tc R-indices are only necessary for catchments with

2
areas greater than 50 km .
2.4 Adapting the R-index Method for South African Conditions

Preliminary studies conducted by Hewlett et al (1977) revealed that when
field informaticn normally available to planners and managers was usad
stormflow predicticns using the B-index method were considerably more sccus
rate than those wusing the S5C5 curve number techniqus (NEH-4, 1872).
e - — — e e e e e Chiln .
However, the authors of the R-index method state that these results could
not be interpreted as conclusive supericrity of the R-index method for all

uses or all regions.

The possibility of using a model such as the R-index method for stormflow
simulations 1in South Africa is attractive because of the relative simpli=
city of this methed and the promising results obtained in the sastern USA.
In testing the R-index method on catchments in South Africa attention nesds

to be given to astablishing:
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e decuracy Jf Lhe model for stormllcy bet imatas

the model paramstars for different environmental conditions

a suitable catchment wetness 4ndex for use in ungauged cdtohments

a procedure for aestimabing the R—index or a simlilar index using
information usually available to engineers or hydrologists in Socuth
Africa ang

the sansitivity of the model to =prors in the estimaticon ¢f parameters

or input variables.

analyses presented in the ensuing chapters are intended tq address =ach
these needs. Availability and suitability of data dids, however,

influence the scope of sach study.
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SIMUOLATION OF STORMFLOW VOLUMES FROM SMALL CATCHMENTS
IN NATAL

The F-indsx method was developed for application in-humid catchments of Lhe

eastern USA (Hewlett et al, 1977]. This model may be exgectes L he

suitable for stormflow sstimates in humid and possibly sub-humid catchm=rts
of South Africa. Both humid and sub-humid catchmert= With readily dvailuble
rainfall and stérmflow data were chosen For this initial study of the R=
index method. The investigation dis aimed at avaluating the model fur
pussitle use 4n small catchments (<50 kmz ] of Natal. B8y sslecting
catchments with readily available data greater abttention could be given to

the adaptation of the:methed and ve the analytical procedures.
10.7 The Problem

Although parts of Natal may be regarded as climatically humid, there are
marked differences Dbetween the climates of these areas and that of the
eastern USA. Rainfall in Matal is distinctly seascnal (summer maximum)
compared with the generally uniform distribution throughout the ysar in the
sgstern USA (Helvey and Hewlett, 18962). Furthermore, mean annusl raisfall
in Nztal ranges from 600 mm to 1400 mm while the range i the sastern USA
ig from 900 mm to 1500 m. In order to make this initial evalustion of the

R=index method, two specific aims wers defined, namely, to:

(a} calibrate the model, as defined in Equation 9.2; using suitable data
inputs from catchments in Natal and

(b} determine whebher a simple substitute could replace the 1mitial flow
rate as a measure of antecedent molsture. conditigng since this

variable is not availdble in ungauged catchments.

From the first aim the accuracy of this method may then be assessed and the
model parameters compared with those reperted by Hewlett et al (1977) for
the eastern United States {(Eguation §.3). The R-index as defined in
Equatien 9.1 needs to be estimated for ungauged cabtchments and thus the
determination of this wvariable for catchments 1in  Natal warrants

investigation. However, this aspect of the model is dealt with in Chapter
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calculated from cbserved gata (Equaticn 9.1,
0.2 Study Catchments and Data

Sig research Catchmernts in Natdl which had readily avallable dats were
selected Tor this study, namely, threa from Zululand (WIMIS, WIMIG, WIM17),
one Pfrom Cedars (U2M2D) and two (rim De Hoek (WIMER, VTMO3). Backgrouna
information relating to these catchments is given in Table 4.1 while their

location in South Africa is indicated in Figure 4.1

Rainfall estimates 1in five of the six catchments were made from single
autograpnic raingauges within or 1n close proximity to the catchment
limits. HRainfall sstimates for catchments WIMIS in Zululasnd were mads from
three sautographic raingauges. The Hewlett et al (1977) criteria Tor
hydrograph separation and definition of sterm rainfall were adheped tc,
though the thresheld for storm rainfall was reduced from 25,4 mm te 15,0 mm
(cf Section 9.1). A lowering of the storm rainfall threshold prevented the
exclusicon from this study of catchments U2M20, VIM28 and VIMOI due to

insufficient stormflow events.

Data for the three Zululand catchments were obtained from Barnes and Hope
(1980) while data for the Cedara and De Hoek catchments were drawn from
Hope (1979) and from records of the Department of Agricultural Enginesring
at the University of Natal. The number of events and some charachteristics
af the stormflow depths for each catchment are contalned in Table 10.7,

while the raw data are presented in Appendix 8.



Table 10,0 Stomiiow Churscterisiics o the sinudy cabicnmelta

Mean stgrms Standurd devia= | Mean storms
Catchmant] Number flow depth Eioh ol | storm= Mlow
Hegiorl Ccdas of - ayErns mim | Flow 'depihs (mm) rﬂdp.h=~'1
Zululand | WIMIS L3 5y 104 5, 5H50 0.122
WiMie 43 14, 287 36,374 e 15T
WIiM1T 63 16,195 35, 4T 0,187
Cedara n2M20 11 1:652 1,234 0,053
Da -Hoel. | VIM2E 12 i 256 5,806 0, 08B
VTHMO3 12 2,655 2,691 0,103

# ! calculated from Equation 9.1 For events with storm rainfall 2 15,0 mm

The lack of readily available stormflow dats for small catchments in MNats)
is reflected in Table 10.) with only 3 limited number of events being
available for the Cedara and De Hoek catchments: In order t& undertake
this 1investigation for different hydrologlcal regiogns it was necessary Lu
incluge these catchments and thus in sxamining the 'results of this study

the size of these sample constitutes an important consideration.
10.3 Procedurss
10.3.7 Testing the original R=-index method

The original R-index method (Equation 9.2) includes initial flow rate as a
m=asura ﬁf antecedent moisture conditions. Since the samples of storm{low
events in catchments U2M20, VIM2B and VTMO3 wers small (Tabls 10.1) and
most ef the events occurred when the initial flow rate was zsrp, Egquation
0.2 could not be fitted satisfactorily to these individuzl sets of storms
flow data. In addition to the three Zululand catchments an additional sst
of data was compiled by combining 11 stormflow events from catchments
WiMi1e, VTMO3 and U2M20. Events were selected randomly where a catchment's
data set exceeded 11 observations. This data set referped to as TOTAL, was

used to derive parameters for a generalised R-index model representing the



Erany 7 Hoss At cedatll reglonss TOTAL Catiasznied: sulfficistin
with' = Inytial Flos rate Fur the dze of Equatiof) 9.2. Furtiermot=, Lo

gatiwrdlised model Could bBe tested indegendently onl catchments WIMIS, WiMis

and VIM28 which werae pot tncluded in TOTAL.

A cumputer programme, INDEX, was develogped to calculats stormilow volumes
for & given pumber of avenis wsing the R=index method. This programme Nas
two major raullnes peferred to as the 'prant! and ‘aptimasalian' rcoutines.
The routine was intended to calculstes stormflow wolumes: For a set of events
from: the regulired 1nput data and selected parameter values. This routine
allows for either initial fTlow rabte or a selection of antecedent precipitas
ticn indices (API) toc be used as the catchment wetness index and calculates

the Fellowing statistics:

(a) The coefficient of determination, D (cf Section 4.5, Eguation 4.5},

() The ceoefficient of efficiency, E (cf Section 4.5, Equatiocn 4.6).

(¢} The difference betueen Doand E (F).

{d) Means of the observed and calculated stormf{low.

{el Standard deviation and coefficierits of variation of the cbserved and
calculated stormflows.

[T) Standard error of sstimate of the regressicn equation (3E)-

(g) Base constant (a) and regression coefficient (b) from the regression

af obseryed stormflow depths on caleulated stormflow depths.

A simplified flow diagram outlining the operaticn of the print routine is
presented in Figure 10.1. Although stormflow volumes are dealt with in
this study, the programme  INDEX provides for eitner stormflow peaks or
volumes. This programme can be usSed interactively from a computer terminal
allowing alterations te be made to the model parameters without re-execus

tion of the =ntire programme (Flgure 10.1) .

The optimisation routine includes all the featurss of the print routine but
alsc provides for the optimisation of the model parameters according te a
specified objective function (D, E or SE). Optimisation is based on an
iterative procedure whereby each combination of parameter values is tested
with the chesen objective function being compared with the highest value af
the preceding %trials. Upper and lower limits for each parameler need to be
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W=ll as the assgciated Lidpative inberest., A ST TEmet L

presantation of the optimisdtion routane 3s given in Figure [10:2. A mors
detailsd fluw diagram of the structures of INDEX ts stven in  Appendix O
along with the computer programme, an sxplaration of now to uss  the

programme #ngd an =2Xample of Ehe output.

In grder to tesi the oraginal R-index method (which incluged initial Flow
rate as Lthe catchment wetness index) the parameters of the model were
gptimised using the programme INDEX and data from the three Zululand
catehments and TOTAL. For comparative purposes starmflow were also
simulated using the model with parameters reported by Hewlett et al (1977
for the eastern USA [cf Section 9.7, Equatien 9.3). All cptimisation wers
bassd on the objective Tunchion E since high values ¢f E were genesrally

assgciatad with high wvaluess of D although the reverss Was not brue.

10.3.2 An alternative index for antecedent moisture conditions

The authors of the HR-index method recognised that fer the practacal
application of this method an alternative for the initial flow rate in
Eguation 9.2 would have to be introduced. Thus; Hewlett et al (1977)
substitutad a seasonal variable 3 (sine-day factor) for (! + 0,0136 1) in
Equation 9.2 (cf Section 9.1). The rationale for using the sine-day factor
as an antecedent moisture index was based on the gbservation Gthat the
annual march of both average so01l moisture and monthly streamflow in  the
southern Appalachian mountains generally follow a sine wave (Helvey and
Hewlett, 1962). However, in Natal the distribution of rainfall throughout
the year 1s not as uniform as it is in the southern Appalachians and the
thanges in soil moisture are more likely to be associated with the sequencs
of rainfall events than with the annual flux of solar radiation which
follows a sine wave. BSuch expectations have been substantiated by Hope and
Schulze (1979) in a study of soil moisture changes within a catchment at

Cedara.

In wiew of the ceonsiderations cutlined above antecedent rainfall was
selected as a possible surrogate for the initial flow rate in the R-index
method. Hawkins (1961) reported that for the Missouri Gulch Watershed the
one day antecedent rainfall showed the greatest association with stormflow
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volumes when compared with antecsagenl reinfall ceEn ot LfaT e odn:

The five day total antecedent rainfall was Tound by Reich (19711 to be 4
suitable 1ndex of ‘catchment moisture status for caloulating stormflow
volumes From small ‘catchments dn Pannsylvania. Following Lhese

gbservations and Lhe results of the aralvses for the S5C8 model presented in
Chapters 5 and & 1t was contcluded that the number ol days antecedent rairs
rall optimally associated with stormflow volumes is likely to wary from
region Lto region along with variations in catehment characteristics and

climate.

Thus, in this study of the H-index method threes pericds of total antecedent
rainfall were tested, namely, the tobtal five day antecadent painfall [(AFRS],
total 10 day antecedent rainfall (AP10) and total 15 day antecedent rains
fall (AP15). Antecedent rainfall is expressed as a total for the period
lLinder consideratian, the units of measurement being 1D'2m. This total was

substituted for 0,0136 I in Eguation 6.1 which becomes:

8 B
0 =8 R 2 1,04 (APn) ° 25,4 s GOSN
254
where
AFn = the tdtal depth of rainfall for the antecedent period of

n days Llﬂ'zml

For each of the selected catchments the parameters for the R-index model
were optimised using the three anteceadent moisture indiees an place of the
initial flow rate and the index providing the most accurate stormilow
estimates could thus be identified. Furthermore, for the three Zululand
catchments and TOTAL the accuracy of the R-index model using antscedent
rainfall could be compared with the accuracy of the original model in which

initial flow rate was used as the antecedent moisture variable,
10.4 Results and Discussion
10.4.1 Testing the original R-index method

The results of analyses carried out using the R-index method with 1initial

flow rate as the antecedent moisture variable are summarised in Table 10.2.
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method. = -
Catchment Parameters Objective Functiuns
Analysis br Data Set ET EE 33 D E H B
la) Optimisedg WiM15 0:38 1.54& 0.75 0,789 0,783 -0,224 101
paramsters WiM1A p,32 1,68 0,63 8871 0,871 0,340 1. 045
WMt 0,34 1,62 0,42 0,994 0,894 -1,653 1,074
TOTAL |0,47 1,48 0,30 0,988 0,987 ~1,047 1,074
(B) Independent WiMIS 10,47 1,40 0,30 D, 75T 0,b8% (0,223 0,843
tests using  WIMIT |0,47 1,40 ©0,30| 0,98 0,95¢ 1,230 0,926
parameters ViM28 0,47 1,40 0,30 0,867 0,438 0,889 0,389
cptimlsed
for TOTAL
(g} Tests using wWiMis (0,40 1,50 0,25 a,747 €Q,631 0,132 D,783
parameters WiM16 0,40 1,50 0,25 0,945 0,870 1,702 0,780
far the WiMiT 10,40 1,58 0,25 0,988 0,985 0,292 0,971
gastern TOTAL 1040 1,50 0,25 0,388 0,984 -1,438 1,123
United States

®# Initial Flow rate used to represent antecedent molsture condltions

Except for the data set TOTAL, intep-catchment varigbility in optimised
model parameters is limited (Table 10.2a). The parameter531 andf%,fur the
three Zululand catchments are similar to the values reported by Hewlstt
et al (1977) for the eastern United States 131 = 0,4 and EE = 1,5).
Hewever, 33 values for Zululand catchments were markedly higher than the
corresponding parameter wvalue for the eastern United States 153 = 04250
Hewlett et al (1977) do, however, point out that E3 is the least stable
model parameter. It is of interest to note that EI and BE are similar for
the eastern United States and Zululand. 1t was also cbserved that storms
flows may be simulated accurately by the model in the three Zululand catchs
ments, the values of D and E all being greater than 0,783 (Table 10.2a).
Furthermore, systemablc lnaccuracies are limiteg with the values of D and E
being: wvery similar Ffor each data set while a and b do not deviate

substantially from zero and one pespectively.
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The' simulation of stornflows Cop cabchments WIMES, WIMUT ann FIMER guing
the R-irgex metitioa calibrited {or the data set TOTAL resulted in systematic
inHccuracies for =ach catehment with the values of E beipng lower than the
associated values of D in Table 10-2b. While losses In accuracy for catchs
ments WIMIS and WIMIT were minimal when compared with the objective
functions for the optimised model psrametsrs (Table 10.2al, stormflow
simulations for catchment VIM2ZE =xhibited substantial systematic
Lthaccurgcies with D = 0,867 and E = 0,438 Although not presented, arn
examination of the scattergram of observed versus calculated Stormflows
revealed that cbserved values less than 2,0 mm  were  severely
underestimated. This systes matic error was confirmed by the regression of
observed stormflow on calculated stormflow which produced & regression

coafficient of G,38B49 and base constant of 0,884.

Since most of the stormflow events in catchment VIM28 were riot preceded by
an initial flow rate (I), this variable made very little contribution to
the model simulations of stormflow, storm rainfall [P) being the major
source of variability of stormflow estimates under these conditions. Thus,
it may be sxpected that errors in simulating stormflows for catchment VIMZ8
could be reduced by increasing the valuse uf’% associated with P whilse
retaining the values ﬂfB1 and Bj' By increasing E? from 1,40 and 2,48 the
values of D and E rose from 0,B67 to 0,960 and from 0,438 tc 0,957 respecs
tively, thus confirming the hypothesis that the variability of stormflow
simulations in catchment VIM2B were little affected by the initial flow

rate component of the model.

The use of parameters derived from the eastern USA in place of optimised
parameters gave rise to increased random and systematic errors for
stormflow simulaticns in the three Zululand catchments and For the data set
TOTAL (Table 10:.2c). A comparison of D, E, a and b values in Table 1D.2c
with those of Table 10.2a reveals that there were greater increases in
systematic errors than random errcrs, However, considering the regional
differences between Natal and the eastern USA these results are considered
to be understandable.



nsideritly the fdata st TOTAL f9 Table 18.2¢, Ehe ] 13 MLl Blcury

resulting from the use of ‘parameters reportied by Hewlatt &t &5 ITT)  waz

mitidmal, the value of E being reducad froe 0,987 te 0,984 and the value of

D being unchanged: This findipg may be attiributed to the overall samilapity

in optimised parameters for TOTAL mnd the parameters us=2d by Hewlshi 2L al
0 B I ) IS While the optimised parametsrs 8. and B, for catchment WIMIS
[E1 = 0,38; B, = 1.,54] were yary close Lo those given by Hewlett st al

a s2, 3o

{1977}, 'the 33 valusg associsted with the initial Tflow rate diffsred
substantially {E] = 0,75) which accounts for the greater luss in  accuracy
for this catchment (Table 10.2¢]. It would thus appear that general
similarity in parameter values may result in more accurate stormflow
simulations than exact estimates of twe parameters and 3 sSubstantaal
deviation in the thard. The: sensitivity of the model to changes 1in Lhe

parameter values 15 givern detailed attention in Chapter T4.

The H-indices used for stormfilow calculations in these analyses were based
on measured stormflow and storm rainfall data (Egquaticn i P Howeyear,
gnly 43 events with storm rainfalls as low as 15,0 mm were included
compared with the limit of 25,4 mm adopted by Hewlett et al (1977). These
calculated wvalues for the three Zululand catchments may therefore not navs
been completely compatible with model parameters developed fur eastern USA.
By using estimates of the R-index from catchment characteristics as
described by Hewlett and Mpore (1976) this problem could be avoided (ef
Section 9.3). According tc the method of Hewlstt and Meors (1976) the -
index value for the three Zululand catchments would be 0, 18. Substituting
this value of the calculated R-index resulted in better stormflow estimates
for two of the three catchments (Table 10.3).

By substituting R-indices tabulated by Hewlett and Moore: (197680 for
calculated wvalues in the R-index model (parameters for eastern USA) the
values of E 4in Table 10.3 reflectsd improved stormflow simulations in
catchment WIM15 and WIM15 while in catchment WIM17T the model was less
accurate with the value of E decreasing from 0,971 to 0,961. The reduction
in model accuracy for catchment WIM1T was not marked, using either appreach
the systematic ‘errors as reflected in the value a and b were not
substantial (Table 10.3).



Tabkl= 10 3 A=sults ;F stormillow simulaticns using the original R-1
method ard parameters for the eastern USA basea on
lal the Hewlett and Moare (1876} R-index valuss &and

ib) calculated B-1ndex values

Catchment or |Parameters Objective Functilons

Data Set B‘I G2 E) D B A B

WiMi5(a) 0,40 1,50 0,25 | 0,747 0,718 0,194 1,155
1] 0,40 1,50 0,25 0,747 0,631 0,132 0,783

WIMiG(a) 0,40 ;50 .25 04945 0,917 14945 0,872
(b 0,40 150 0,25 0,945 0.870 1,702 0,760

WIMIT (&) 0y 40 1,50 ;25 0,587 0,961 &.262 0,935
(b) 0,40 1,50 0,25 0,987 0,371 0,272 0,371

Based on the findings of these analyses, it may be concluded that the
original R-index method is suitable for stormflow simulations in Zululand.
Stormflow producing mechanisms in this region and the =astern USA appezar Lo
be similar. It is therefore not surprising that the optimised modsl
parameters for the three Zululand catchments are similap to those Tor the
eastern USA. Furthermore, adopting the values reported by Hewlett st al
(1977) did not give rise to substantial errors in stormflow simulations in
the Zululand catchments.

10.4.2 An alternative for initial flow rate

The optimisation of the R-index model using antecedent rainfall totals over
Five days [APS), 10 days [(AP10) and 15 days (AP15) in place of the inpitial
flow rate resulted in markedly different parameter values for the diffapant
antecedent periods dnd between different data sets for the same antescadent
period (Table 10.4). An examination of the objective Functions in Table
10.4 reveals a range in values from D = 0,995 and E = 0,995 for catchment
WIM16 (APS) to D = 0,324 and E = 0,322 for catchment VIMO3 (APS). Using
the total antecedent rainfall over five days [(APS) resulted in the most
accurate stormflow Simulations on four catchments, namely, WIMIS, WIM16,
U2M20 and VIMZB. The procedure AP10 gave Lhe best results in catchment



VIMO3 while AP1S was the most accurate procedurs in catchment WIMIT and £

Table 10.4 fResults of model calibrations using selected pepiods of

antecedent rainfall in the R-=index method

Catchment |Pericd of Papameters Objective Functions
a1 Antecedent
Data Set |Rainfall & BE‘ E'] D E a b
1M15 APS n,e2 1,90 0,99 | 0,752 0,752 -0,416 1,071
AP10 0,3 2,01 0,34 eo,719 0,714 -4,555 1,037
AF15 e,47 1,89 0,33 0,718 0,77 -0,281 1,025
M6 APS 0,39 1,72 0,36 | 0,995 0,995 -0,939 1,065
AP 1D 0,20 2,00 0,01 | DO,989 0,988 -2,065 1,077
AP1S 0316 2,13 0,35 | &,978 0,973 =3,240 1,050
WIM1T AFS 0,60 1,62 0,01 0,974 0,0974 -0,5%0 1,070
AP10 0,32 1,71 0,01 | 0,976 0,976 =-1,161 1,089
A% g,27v 1,58 0,23 | 0,990 ©,9%0 -1,009 1,079
U2M20 APS 0,18 3,08 1,54 | 0,738 0,738 -0,612 1,3M
ARP1D 0,20 1,65 0,58 0,512 0512 -0,133 1,086
AR5 0,08 1,97 1,30 | 0.6 0,599 -0,281 1,212
VIM28 APS 0,31 2,76 1,19 | 0,983 0,982 -0,587 1,080
AP10 0,15 3,52 0,42 0,97% 0,974 -0,529 1,054
AF15 D,'6 3,76 0,08 | 0,978 0,976 -0,294 0,983
VTMC3 APS 0,72 Z,44 0,15 | 0,324 0,322 0,858 0,647
AP10 0,31 1,46 1,08 | 0,663 0,661 -0,040 1,043
AP15 0,15 1,64 1,31 | 0,650 0,650 -0,096 1,031
TOTAL APS 0,21 2,02 0,68 | 0,987 0,98: -1,515 1,08}
AP10 0,13 2,17 0,01 | 0,863 0,951 =-2;128 1,040
AP15 0,3 1,45 0,18 ) 0,988 0,987 -0,999 1,081

A compariscn of the cbjective function values for the best antecedent
rainfall procedure (Table 10.4) with those values obtained using initial
flow rate (Table 10.2a) for the three Zululand catchments and the data set

TOTAL suggests that very little accuracy, if any, would be lost in using



these  antacaqenl  rainfall  proceaurss. Lhe soouracy FstormElow
SImUlatlons Sctually improved by Using a4P5 [Ur cabtchiment WIMG and did not
thange by using ‘AP1S for the data set TOTAL. Hows¢er, an important
cansideration 1s the loss of acgcurzcy which may occur if the wWrang antes

cadent rainfall pericd were to be ussd for a catchment. Irl tae catchments
there are substantial 1naccuratciss zssoclated with the l=ast =uitabls

procedure, namely, catchment U2M20 and AP0 and catchment VYTMOI witn APS.

A sultable substitute for the initial flow rate should i1deally not gEive
rise Lo substantial Indaccuracies in stormflow simulations in any particulark
region or catchment. In examining the results presented in Table 10.4 it
may be concluged that the antecedent rainfall totalled over 15 days [AP15)
wWas the most suitable overall antecedent moisture procedure for producing
good calibrations. A notable finding was that in no single catchment did
the wuse cf AP)S result in large randem or systematic errors, Gthe lowest
values fer D and E being 0,614 and 0,599 respectively for catchment UzM20
Wwhile +the highest walues for P and £ in this catchment were both 0,738
(APS). The AP15 was therefore applied in ungauged catchments of Natal, and
scattergrams of observed and estimated stormflows for the six catchments
and TOTAL are presented in Figure 10.3

In examining the scattergrams presented in Figure 10.3 the following

general observations may be made:

fal The PR-index method simulated large stormfldws adccupdtely in all  the
catchments and for TOTAL. Large data values affect the coefficiert of
efficiency (E) disproporticnately and the use of logarithmic values in
the calculation of E may have given different results. Howewer, the
accurate estimation of large events is considered to be desirable
since. it is these events which ara generally of concern to enginesps
and planners.

(bl In the three Zululand catchments (WIMI5, WIM16, WIMIT) the increase in
random earrors follows the increase in catchment size, successively
more poirts being outside of the 1:2 and 2:1 lines fer catchments

WIMI5, WIMI6 and WIM1T (areas: 1:4.&52: 3,22 kmz; G,ﬁ?zlm )



ESTIMATED STORMFLOW (mm)

ESTIMATED STORMFLOW (mm)

15

10

50

40

30

20

10

WiMis

O E
29,2 27,0

1 1 1
5 10 15 20

OBSERVED STORMFLOW (mm)

WiMie

OBSERVED STORMFLOW (mm)



(mm)

ESTIMATED STORMFLOW

ESTIMATED STORMFLOW (mm)

50

40

30

20

10

E Wimiz

OBSERVED STORMFLOW (mm)

Uamzao

L] i I 1 1

1 2 3 4 o

OBSERVED STORMFLOW (mm)



[mm)

ESTIMATED STORMFLOW

{mm)

ESTIMATED STORMFLOW

ViMag

OBSERVED STORMFLOW (mm)

0 T T T = 1
2 1] [ 8 10

OBSERVED STORMFLOW (mm)



[ mm)

ESTIMATED STORMFLOW

OBSERVED

STORMFLOW

(mm])



| Faor e¥ents up btu 20 mm of chasrwed stormflow Lhepe s FEEFEA TR,
drderestimation In calculated stormllows for catchment WIMIE with most
of the points scattering arcund the 1:2 lines,

[d] The HR-irdex method was particlularly succassfyl it stopmflow simulas=
tions 1in catchment WIMIT, »b8th most of the points clustering arcund
the line cof perfect agreemerit.

{e)] Stormflow simuldtions in the three sub=humid catchments (U2M20, YIiM28
and VIMO3] do not exhibit consistent gver or underestimaticn in
calculated stermflow depths. Errors are genernally randeom with points
falling close to or cutside of the 1:2 and 231 lines in the ‘scatters
grams for each catchment.,

{fY Most of the points in the scattergram for TOTAL are contained within
the 1:2 and 2:] lines, For events in excess of B mm of chsarved
stormflow all the points in the scattergram wers within these two

lines.

Summated anktecedent painfall has begen shown to be a suitable catchment
wetness index for stormflow estimates in selected catchments of Natal using
the R-index method. This index does not, however, takes evapotranspiras
ticnal lesses into account., In some areas of Natal pan evaporation data is
readily available and may be incorperated inte catchment wetness indices.
An adjusted antecedent rainfall index was calculated for stormflow events
in  the three Zululand catchments by subtracting daily A-pan evaporation
dapths {Tﬂ'etn} from the cumulative antecedent rainfall totals. The
residual value had a lower limit of zero. Indices were calculated for the
three antecedent periods, namely, five, 10 and 15 days. The H-index method
was recalibrated using these indices in place of the antecedent rainfall
totals and the results are given in Table 10.5 along with the results using
summated antecedent rainfall {from Table 10.4).

The inclusion of A-pan evaporation in the catchment wetness index did not
improve stormflow calculations in any of the catchments regardless of the
antecedent period used (Table 10.5). Parameter wvalues and the values of D
and E were similar for both sets of stormflow simulations. The nature of
the systematic inaccuracies did alter by including A-pan evaporation losses
in the catchment wetness index as may be gleaned by comparing the values of

a and b for each pair ef simulation results in Table 10.5. On the basis of



n= Imelt wSiness tnder Por this @bgel 19 et Justsfung, He oy
}L lUsion peasds rener Lesting.

Tagls 16.5 Resylts oF stormfloW simulations using A=papn  adjlusted
cakchment wWetness indicas (&) and summatea antegsdent rains
fall [p) four salacteg perisds in the Beindex methoo

Catchnment |Antecedeant Parameters Dbjettive Functions

cr Perigd

Cata Set |(Pays) 8, HE ﬁi b E = e

WiMIS(2) 5 0,60 1,931 1,14 0,746 | 0,745 | 0,751 | 0,799

10 0,801 1593 ;33 G, 715 0,712 | 0,040 ] 0,700
15 D400 1,92 | 0,34 0,708 | Q,77 | 0,953 | 0,68
WIM1S{D] 5 0,621 1,90 0,99 0,752 0,752 | =0,676 | 1,071
10 8,39 2,81 | 0,34 Q, 7 e, TIE | -0,455 ] 1,037
15 o,%11 1,8% ) 0,33 g, 718 10,717 =0,2811 1,025
WIMiG(al 5 8,50 1,71 | 0,37 0,995 | 0,995 1,447 | 0,930
[iL#] 0:28 (2,00 | 0,81 0,890 | 0,988 | 0,099 | 0,927
15 @&, 100 2,14 | 6,33 0,979 | 0,97& | =1,440 | 0,927
WiMislo) | 5 0,39|1,72| 0,36 | 0,995 0,995 | -0,939| 1,065
10 0,20 2,00 | 0,01 6,989 10,388 | -2,065| 1,077
5 Q,10 ] 2513 | .35 D,978 | 0,973 | =3,240 1,050
WiIM17(2) 5 0,40 1,60 | 0,04 0,972 | 0,971 | 1,097| 0,934
10 0,301 17,741 0,0 0,976 | 0,976 1,000) 0,308
15 8,20 ] 1,70 | 0,24 0,881 | 0,297 8,547 | 0914
’r;m-n?r:b} 5 0,40 | 1,62 | 0,01 0,974 | 0,974 | -0,590 | 1,070
14 2 7 - i e 0 Gl TN B 0,976/ | 0,976 | =1,1861] 1,063
15 0,271 1,58 0,23 0,990 | 0,990 | -1,088 | 1,079

10.5 Conclusions
Conclusions: from the discussion of results may be summarised as follows:
(a] The R-index method, using initial flow rate as an input for antecedent

moisture conditions, was able teo be accurately calibrated for the

selected catchments in Natal.



el Samaiap ity 1T parameEier Valbes may Deslt I pure LT
Stormflow simGlaticons than exach astimates of two parameters ang =
substantial deviation irn the third:

(c] The possibility of similarity stermilow producing mechanisms gperating
in the eastern United States and Zululand may be a peascon for simildr
model paramelers having been g=nerated for the two regions.

1dl in catchments where the streams are non-perehnlza]l or irtermittent, the
inttial flow rate 1is an unsuitable wariable for .FEpr85Entlng
antecedent moisture conditions since many stormflow events are
preceded by zerg [low.

{e) Antecedenl prainfall i1s a2 good supstitute for the initial Plow rate as
g measure of catchment molsture status and in some cases is as good ar
petter than the initial flew rate for stormflow prediction,

(fl! The total antecedent rainfall over [ifteeh days appears to be the most
suitable index of catchment moisture status for incorporating in the
A-index method for stormflow estimates in Natal.

(g) Including A-pan avaporation 1in the catchment wetness dndex index
requires additional calculations without improving the accuracy of thes
R-index method on calibration,

[k} Proper werification simulaticn need still to be undeptakern with this

method.

A major reguirement for all stormflow modelling in Natal is the testing of
models under the variety of environmental conditions which are Ffound ain
this region. However, only a limited number of small catchments are
suitable for such studies. Thus, future pasearch may well be orisnted
towards the uUse of temporary gauging strictures to regioralise the paras
meters of the R-index methed.

The results presented in this study nave indicated that with further
research the R-index method could be a wiable and accurate preocedurs for
calculating stermflew volumes from small catchments in  Natal. Attention
needs, however, to be given to testing the methed under Semi-arid condi=
tions since much of South Africa may be regarded as semi-arid. Furthers
more, the model was not intended for use in semi-arid catchments and such a
study could help to establish whether the model has environmental limitas
tions. The problem of testing the R-index method in semi-arid catchments
is addressed in the following chapter.
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SIMULATION OF STORMFLOW VOLUMES IN SMALL
SEMI-ARID' CATCHMENTS

Three small semi-arid catchments which are monltored for research purposes
were selected for this investigation. The principle objective of Lthas
study 1s to calibrate the R-index model using cbserved stormflow data from
these catchments and to assess the accuracy of the methed under physical
and environmental conditions which are markedly different te those where
the model has been showrn Lo be & good simulater of stormflow velumes (eg,
eastern US4 and Natall.

The nature of the data obtained for this study necessitated the adaoption of
different apnalytical and research procedures to those used for evaluating

the model in catchments of MNatal.
11.1 Study Catchments and Data

In an analysis of the hydrograph characteristies from three semi-arid
research catchments near Grahamstown, South Africa, Murray and Gorgens
(1981) presented data for a total of 68 stormflow events which 1included
inter alia, stormflow depths, storm rainfall depths, antecedent basefllow
and antecedent rainfall totals. This study of the R-index method is based
onn the ipformation tabulated by Murray and Gorgens (1981). The thr=e
catchments are referred to as I, II and IITI and have aresas af 76 kmE s 10
km® and 24 km° respectively (Figure 11.1). The major physical characteriss

tics of the region are summarised in Table 11.1.

Murray and G&rgens (1981) adopted the same technique for separating storms
flow from baseflow as that described by Hewlett et al (1977) while
antecedent baseflow was taken as the stream discharge at the onset of the
rising limb of the storm hydrograph. Storm rainfall was distinguished from
antecedent rainfall according to the procedure cutlined by Hewlett, Fortson
and Cunningham (1977}, whereby the modal value of time between peak rains
fall intensity and peak runoff rate for all events in each catchment 1is

subtracted from the time when stormflow begins. Storm rainfall is taken to



Tapl= dackground dnformation tc the Grahamstown study catchments
]

Characteristic Description Source

ean Annual Midgley and

Precipitation
san Annual
Runof'f

Vegaetation

Bolls

Slopes (percent of

catchment area)

[Mean Annual Pan Evaporas

tion (American A Class)

+ 520 'mm
+ T.,5 % of Mean Annual

Precipitation

1 430 mm

Tall sub=succulent woodland
thinning to low succulent
scrub-on the Flatter areas.
Uniform in type and density
underlain by shale, tillite,
sandstorie and occasional
guartzites

Shallow and stoney on ridges
tops and valley side slopes,
with deeper coluvial depesits
in the valley bottoms

Catchs= Slope (%)
ment 0-20 | 20-40 40
1 9 19 L2
1T EE 29 19
ITT 79 13 a8

Pitman (196%)
Murray and
Girgens (1981)

Roberts |1978)

Roberts (1978}

Jelly (1980)

Adapted From
Roberts (1978)

be the accumulated rainfall depth between this time and the termination

the storm hydrograph by the stormflow separation line.

and Girgens

(1981) this

af
According to Murray

procedure allows for the effects of both the

response lag phencmena in a catchment and possible clock errcrs in the raw

data.
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Antecedent rainfall totals Ffor one, seven and 10 da eriods were bahbulated
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by Murray and Girgens (1981) for each stormflow event. Daily rainfall
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records were used for the seven and 10 day totals while the one day antes
cedent rainfall was taken to be the rainfall eccurring in the 24 hour
period preceding the onset of the storm rainfall. The 68 stormflow events
were collected over a pericd of four vears, 1976 to 1979. This record is
dominated by two events of extreme magnitude in July and August 1979 as may
be seen by comparing the stormflow depths of these two events with the next

highest and median stormflow depths in each catchment (Table 11.2).
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Table 11.2 Stormflow depths Forr tne Gwe Sxtreme Syens: July s

August 1979 and the next haghest and medizn stormflow gdepths

for sach catchment

Stormflow Depth (mml
Catchment July 1979 August 1979 Hext Highest Median
I 24,615 36,054 5,819 0,051
I 23,610 21,287 1,458 0,068
1§ 5 14,776 14,650 13650 0,007

In attempting to model stormflow volumes in a catchment small events pose a
particular problem. Inaccuraclies 1in the measurementl process ars more
profounced for such events as are pertUrbations in the stormflow producing
mechanisms particular indiyvidual evepnts. To ensure that the majer
mechanisms contrelling stormflow preoduction in a catchment were represented
in the R-index method, Hewlett st al (1977} excluded events where storm
rainfall was less than 25,4 mm while 1in testing this model in catchments of
Matal a thresheld of 15,0 mm was imposed on the selection of stormilow
svents. The data presented by Murray and Girgens (1981) for the three
semi-arid catchments included all events sirce the exclusion of any svents
would have resulted in too few ocbservations in each catchment for
meaningful analyses. In order to evaluate the effects of the two extremely
large events of July and August 1979 and very small events (P <15,0 mm) on
the calibration and accuracy of the R-index method, the data wers arranged

into seven individual sets for this study, viz:

[a) Three individual data sets were established, one for =ach catchment,
containing all the events tabulated by Murray and Girgens (1981).

[b) All the events from edch catchment were popled to constitute a single
data set, POOL 1.

(e} The two extreme events of July and August 1979 were removed from FPOOL
1 (six observations), this data set being referred to as POOL 2.

{d) Stormflow events associated with less than 15,0 mm of storm rainfall
were removed from PDOL 1 to constitute the data set POOL 3.

{e) The final pooled data set, POOL 4, excluded both the two extreme
events and the small events (P < 15,0 mm).



agme  characteristics of the stofm rednfalls and. stormllow @=gpth
jats s=C are presented in Table 17.3 and data for each catchment are Zived
ilndAppendix T0.
Table 11.3 Mean (%), standard deviation (%), coefficient of variation
(C¥] and the number of evanis [N) for =2ach data s=t
Catchment/ Storm Rainfall Stormflow N
Data Set % (mm) S (mm) Cvi%) | x{mm) s(mm) CV (%)
I 29,980 31, 17 04,0 3,63 9,440 26,0 20
II 23,545 23, TS 101,0 1,68 5,810 326,3 13
ITT 25,680 32,382 126,11 2,456 5,169 21055 15
POOL 1 25,409 27,789 197,3 2,419 6,699 276,9 68
POOL 2 18,0861 10,5886 88,6 0,478 1,181 2481 62
POOL 3 a7,823 31,025 82,0 4,070 8,346 2051 443
POOL 4 25,615 B,030 alsd 0,843 1,521 180 ,4 EE)
11.2 #ims and Procedures
11.2.1 Aims

While the broad aim of this study is to calibrate the R-index method on

data

from three semi-arid catchments and to assess the performance of this

technique: for stormflow simulations under these conditions, thres specific

aims

la)

(bl

{c)

may be identified, namely, to:

Calibrate the R-index method on the three catchments using antecedent
baseflow, the one, seven and 10 day antecedent rainfalls as alternas
tive catchment wetness indices in Equation 9.2 and Equation 10.1 and
to determine which of these indices provides the best estimates of
stormflow volumes,

Establish general model parameters for the region by repeating the
analysis outlined in (a) above using pooled data from the three catch=
ments. The effects of the twe extreme events of July and August 1979
and very small events the model versatility are also investigated.

Assess the relative contributicons of storm rainfall and the catchment



Watnesy inder in fccolnting for vVardstions in stormilew salimes Gaice
thae A=-index method.
tabla T1.M Results of stormflow s=simalations for the three study
gcatchments using s=lsclted catchment webness indgices in Lhe

A=1lndex method

Catchmenfl Parameteis Ohjective Functions
Catchment| Wetness 8 8 &
Index 1 2 3 D E a b
LB =1 1,136 1,833 8,154 0,891 0,885 0,895 0,925
AF 3 1,360 1,88! 0,000 0,845 0,843 0,337 0,927
APT B,7600 1,780 0,007 0,849, 0,844 0,559 0,923
AP10 D,780 1,780 0,001 0,849 0,8u6 0,560 0,923
I1 BF 1,207 2,146,001 p,976 @,97Z 4,372 0,955
AP T.078 1,763 0,801 0,862 0,85 0,367 0,951
APT 14138 1,780 0,007 0,857 0,848 ©,399 0,952
AP10 1,083 1,814 0,001 0,855 0,848 0,362 0,951
IIL BE 1,908 7,646 0,001 0,%6 0,92 0,515 0,89
AP1 1,451 1,469 0,000 0,949 0,946 0,432 0894
APT 1011 1,573 0,225 0,973 0,972 0,408 0,895
AP 10 0,837 1,528 0,336 0,974 0,972 0,%03 0,8%

11.2.2 Preceedures

Optimisation of model parameters was based on the coefficient of efficiency
[E) Using the programme INDEX (cf Seetion 10.3.1). The assessment of random
and systematic errors in simulated stormflows was based on this objective
function as well as the coefficient of determination (D), base constant (a)
and regression coefficient (b) which are described in chapter 10 (Section
10301

In order to assess the relative importance of storm rainfall and the catchs
ment wetness 1index on the: simulatien of Sstormflow volumes in  each
catehment, the model paramet.er‘sﬂT andEE in Eguaticn 9.2 and Equation 10.1



1 Fesults and Biscussion
11.3.17 Calibration of the R-index method

The results of calibrating the R-index method on catchments I, II and III
using alternate catchment wetness indides viz, antecedent baseflow (BE),
antecadent rainfall totalled over cne day (AP1), seven days (APT) and 10
days (AB1Q), are presented in Table 11.4. The high coefficients of effi=
ciency in Table T1.4 (E > 0,B4%3) indicate that gocdrness of Fit using the R-
index method were accurate 1n each of the three catchments regardless of
the antecedent wetness 1ndex used. Furtharmere, the values of D ars
gimilér to fthose of E, reflecting minimal systematic inaccuraciss (Tabla
17 240, The lack of over or undersstimation may be glsaned Prom bhe values
of a and b in Table 11.4, the minimum deviation of a from zero being 0,695

while the maximum deviation of b from unit is @,106.

The catchment wetness index which provided the most accurate simulations of
stormflow volumes, based on E, was BF in catchments I and II and APIC 1in
catchment III. Although the values of E associated with APT and AP10 in
catehment I11 were the same, the use of AP7 resulted in a marginally lower
yalue of D (Table 11.4}). An examination of intra-catchment differsnces in
the objective functions presented in Table 1.4 reveals that the use of
different catchment wetness indices did not generally result in substantial
variaticns in model accuracy sxcept in catchment IT where BF gives notably

nigher values of D and E compared with the other indices.

Antecedent baseflow has been shown by authors such as Reich (1971) and
Hewlett et al (1977) to be a valuable index of the catchment wetness status
fer stormflow calculations in humid areas. However, Murray and Girgens
(17981) concluded that this variable was of little use in increasing the
explained variance of stormflow velumes using regression analysis in catchs
ments I, II and IITI. The results presented in Table 11.4 do not, however,
coincide with these findings of Murray and Gérgens (1981). The simulated



stoum-tuw | catchmantl I and B e e i it asirHm ) BE bl

stmiulatzons Eh catobhmarts ITT  usitge Ghio Ifdaex wepe Hlag fowornd T LG
seclrats. Tha! most Suitable catchment watieds index for cdatchmert TIT deul
EPT  with The walue ol E being 0,967, 4nly slightly higher than the  valie

associsted with BF E = 0.862].

Consittering stormflow estimatas 3n calctmerts whera BE 1s assumed riot to be
avallable, the antecedent rainfall andices &PT and AP0 ars, on the basis
of the cbjective function E an Table 11,4y =qually as good for calculating
stormflows 1In‘each of the test catchments. This finding may be explainea
by eXamining the seven and 10-day antecadent rainfall totals tabulates by
Murirdy and GErgens (1981), totals for these twe pepiods are identical fur

many events and correlate very hignly (r = 0,8B4; n= 68).

The paramsters 8., 32 and 33 were given by Hewlett et al (1977) for the
humid eastern United States as O,4; 1,5 and 0,29 respectively when BF was
included 3in the R-irndex method (Egquation 9.21). Stormflow =stamates in
humid catchments of Natal were fourid to be accurate whel these parameters
values were used in Eguation 9.2 and it was suggestsd that similar
stormflow producing mechanisms may have accaunted for this finding (cf
Chapter 10). However, the optimised parameter values for =ach catchm=nt
presented in Table 11.4 using BF in Equation 10.2 differ considerably to
those reported by Hewlett et al (1977). The 31 values for the semi=arig
catchments are greater than 1,135, EE values range betwsen 1,666 and 1,830
while 83 values do not exceed 0,155 lT%ble 11.4). These marked differ=nces
in parameter values for the humiz and semi-arid catchments may be sxpected
since there are bound to be regional differences in stormflow producing
mechanisms. Furthermore, the results pressnted in Table 11.4 are bassd or
all events recorded in the three semi-arid catchments while Hewlett st al

(187T7) and +the study based on catchments in Natal dealt with ewvents
produced by storm rainfalls above given thresholas.

11.3.2 Pooled data
The objective functions and cptimised model parameters for the pooled data

sets are presented in Tadle 11.5. Calibrating the R-index method on all 68

observations (POOL 1) using the four catchment wetness indices reveals that



el N TndEX BE contoafntan) towards SXplainlng vartasi ity L b amiiiow
o lumizs  Sance bﬁ valuss for the Uhres asnbtecsgenl ralnfEll tngices waew a3l
A i Howevsr, the =xXclusiof of BF from the model dgid ot dffsct midal

uCcurscy substantially #ince the value of E declired marginglly rom 0,854

te 0,535, furthermore, Systemetic inaccursacies as raflecisgd i the
gifferences between D and E did nut incraase notably when 3. sssumsd the

value of zero (Tanle 11.5).

o

Calibrating the RA-index method on the data set POOL 2, which excludes the
axtreme svents of July and August 1979, resuylts iIn notably diffarent
firdinigs tod those described for POOL 1. The most sSuitable antetsgeant
moisture index fart tHis data set is AP10 {E = 0,785} and noti BF [E = 0,312)
as was the case for POOL 1. Substituring AP7 for APID in the model gives
rmisa to similar parameter and objective Tusiction waluss for POBL 2 while
the least accurate stormflow simulations for this data set were associated
with &F1, the valus of E belng 0,267:

The results for the data set POOL 3, which includes all events asscciatsd
with 1,50 mm or more of stdrm rainfall, are similar te those For POOL 1
{Table 11.5). Antecedent moisture conditions are best reprasented by BF
while antecedent rainfall did not contribute to explaining the variability
in the stormflow volumes, EE being equal to zerc for =acn of the antecedent
painfall indices. While the parameter values of BE for POOL 1 and POOL 3
are similar, B1 values for POOL 3 are less than half the values fior POOL 1.
This Tfinding may be accounted for by the differenca in R-index wvalues
{Equation 9.1) for POOL 1 and POOL 3; the values for POOL 3 baing bstween
1,% and 3,0 times greater than the values for POOL 1. Thus for the product
ef 51 and R in Equation 9.2 and Eguation 10.) to be &of the same crder Tfor

these two data sets, 51 values need tc be proporticnally reduced for POOL 3,



falte 11,5 Rebsuits I stornlow osimulations Tor the piuled aata

usifg sslected catohment webtness andices i the A=itmax
methed
Catchment |Parameters Gbjective Functions
Data Sat | Wetness
Index i EE EE i E 2 b
[FEOL 1 BF 1,158 1,778 0,230 0,866 0,863 0,289 0,933
AP 14731 1,749 0,000 0,835 0,833 0,216 0,931
APT 15731 1,749 0,000 0,835 0,833 0,216 0,937
AP 10 1,721 1,749 0,000 6,835 0,833 0,216 0,931
POOL 2 BF 1,240 2,474 0,150 2,312 0,312 -0,233 Q,810
AP 0,824 2,317 0,601 0,268 0,267 -0,272 0,789
APT 0,022 5,300 1,815 g,703 o,69T -=0,1217 0,900
AP1D 0.020 5,206 1,952 0,709 0,705 -0,058 0,899
POOL 3 BF D717 1797 0,674 n,821 0,813 -0.,208 0,887
AP 1 0,753 1,887 D,c0Q 0,714 0,74 =0,208 0,866
APT 0,753 1,887 0,000 o,7% 0,714 -0,208 0,866
AP10 0,753 1,887 0,000 0,714 0,74 -0,208 0,866
[pooL & BF 0,836 2,442 0,107 0,488 0,459 0,048 0,797
AP 0,565 2,418 0,601 0,370 0,353 -0,072 0,748
APT 0,052 4,456 1,297 0,692 0,690 -0,042 0,829
AP10 0,631 5,166 1,450 2,703 0,702 -0,012 0,826

While both the two extreme events arnd events associated with less than 15,0
mm of storm rainfall are excluded from the data set POOL 4, the results
presented in Table 11.5 for this data set are discernibly closer to thHose
ef POGL 2 than they are to these of POOL 3. This finding suggests Lhat the
extreme events of July and August 1979 have & more substantial influence on
parameter wvalues and 1n determining which catchmernt wetness lndex 1s most
suitable for stormflow simulaticons than the large number of small events
(P = 15,0 mm) have. Furthermore, the data sets POOL 1 ang POOL 3, both of
which include the extremely large events, have been shown to have similar

parameter and simulation results despite differences in the data sets.

The two extreme events of July and August 1979 appear to have a marked and



pussibly dlisproptrtiondte Influence o the califraticn results bassd. on L
Ghipctive furictlon E. Howevar, 4ddopting the R-index model which hus beeap
sptimiseg on data which xcludes Lhese events (PEOL 2] wolld restricht the
applicabilaty of the model to the range of this dats. The calculaticyn of
stormflow volumes oputside of the range of data on which the model was
calabrated could lead to substantial ipaccyracies in the symulatea results.
This® may: be i1llustrated by calculating stormflow wolumes for the two
axtreme events in each catchment using the parameters dnd catchment ‘wWelngss
index which gave optimum results for the data set POOL 2. The over-estimas
tion of stormflow vclumes was in excess of 300 % for one events, 200 % for

two events, 100 % for one avent and 30 % far twe events.
11.3.3 Estimation of stormflow in ungauged cabtchments

The catchment wetness indices APT and AP0 were found to be almost aqually
as good for calibrating stormflows in the individual catchments (cf Section
11.3,1). Murray and Girgens (1981) reported that AP7 was the most suitable
index in thelr regression analysis of stormflows in these catchments, In
yiew of this finding and the unnecessary inclusion of three sdditionzl days
antecedent rainfall an the catchment wetness index, the optimisad model
including APT was selected as being most suitable for stormflow estimates

assuming the catchments to be ungauged.

Un the basis of the results cobtained for the popled data sets the
gensralised R-index model which appears potentially the most sultable far
small catchments in this semi-arid region is the optimised model, excluding
a catchment wetness index [33 = 0), for POOL 1 {all events). This version
of the model covers the full range of recorded stormflow depths which

avoids excessive errors in predicted stormflow for the larger svents.

Different findings to those given above may have been reached if an
alternative ohjective function had been used in place of E. Simulations
which included BF were not considered in reaching the conclusion since this
variable 1s not available in ungauged situations. The scattergram of
ohserved and estimated stormflows using the R-index method recommended for
general uUse in this region (optimised on POOL 13 33 = 0,0) is presented in
Figure 11.2. The difficulty of modelling small stormflow events is illu=
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more severe for the smaller events. Larger events in the data set

were modelled with reascnable accuracy, most points falling between
gnd 2:1 lines in Figure 11.2. These results give a measure of the
of caution which should be exercised if the R-index method were to

on catchments similar to those included in this study.



11,34 The coabtributian of stormm rainfal! and the catchment wethass
index

Intra-catchment wariations 1in calculatea stormflow volumes using the H-
index method are detaermined by the varlations in storm eainfall and the
catchment wetness inde¥%, the response ratic providing for inter-catchment
variability. Reésults presented thus far have indicated that For some data
sats and catchment wetness indices storm rainfall alone accounts faor
differences in the calculated stormflow, the walue afEa in Equation 9.2 and
Eguation 10.1 being zerg in these instances. Restricting the parameten
to zers and then recalibrating the model for sach data set provides a means
of assessing the relative contribution of storm rainfall to variations g
calculatad stormflow in =ach data set for the particular model structupe,
Table 11.68 cantains the results or such stormflow simulations along with
the results obtaineéd for stormflow simulations using the most suitable

catchment wetness index in the model [(from Table 11.4 and Table 11.5).

In examining the results presented for the individual catchments (I, IT and
III) im Table 11.6 1t 15 apparent that the exclusicn of 2 catchment wetness
index from the R-index method in catchments I and III had cnly a2 marginal
effect on model accuracy with the valles of E dacreasing slightly (Table
11.6). Furthermore, systematic inaccuraciss in these two catchments did
not  increase notably with the exclusion of the catchment wetness index,
this being reflected in the values of a and b and the small differences

between D and E in Table 11.6.

The exclusion of F from stormflow estimates in catchment IT pesults in 3
notable decrease in the value of E from 0,976 to 0,835, However, ‘the
reduction 1in model accuracy for this catchment 1is not as marked when the
ogbjective functions assoclated with the most suitable antecedent rainfall
index (AP7) .are considered. The value of E when APT is used i1s 0,848
(Table 11.4) compared with 0,835 when no antgcedent moisture index is used
{(Table 11.6). Thus, it may be concluded that for calibrations in catchment
I1 the only catchment wetness index warranting inclusion in the HR-index
method would be BF while in catchments I and II] catchment wetness indices
could be excluded from the method without substantial losses 1in model

ACCUracy. Further evidence for the greater effect of antecedent molsture



Table 11.6 R2sults comparidg sturmflow simulaticns sl the B-ingsx
method without g catchment welness with simulsticns including

the most suitable index

Catchz |Catchment Parameters Objective Fuhctions
mert/ WelLness
Ipata Set |Index i "2 " D E a b
I - 1,300 1,881 Q,000 0,845 0,843 g.337 0,927
BF 1,136 1,833 0,154 0,891 0,995 0,695 0,925
Il - 1,268 2,120 0,000 0,835 0,835 0,007 0,848
BF 1,207 2,144 0,001 | 0,976 0,972 0,372 0,955
111 - 2,541 1,469 0,000 | 0,949 0,972 0,432 0,984
AP0 0,837 1,828 0,336 0,974 0,972 0,403 0,896
[POOL 1 - 1,731 1,749 0,000 0,835 0,833 0,218 0,331
BF 1,518 1,778 0,230 0,886 0,883 0,289 0,933
[POOL 2 - 1,383 2,596 0,000 0,236 0,234 0,322 0,771
AP10 0,020 5,206 1,953 | 0,709 0,705 -0,098 0,899
PODL. 3 = 0,753 1,887 0,000 0,74 0,714 -0,208 0,866
BF 0,717 1,797 0,07k 0,827 0,819 0,407 0,887
FGGL i - 0,959 2,670 0,000 0,308 0,299 -0,148 0,713
Ap10 0,031 5,166 1,450 | 0,703 0,702 =D,012 0,826

conditions on stormflow volumes in catchment II may be Tound by examining
the differences in the coefficient of variation (CW for storm rainfall and
stormflow for each catchment (Table 17.3). The lowest CV for storm rains
fall and the highest CV for stormflcow 1s in catchment II. This greater
relative variability, it may be hypotheslsed, 15 attributable te the effect
variations in antecedent moisture cunditions have on stormflow volumes iy

this catchment.

Ceonsidering the results of stormflow simulations for pooled data where
catchment wetness indices have been excluded (Table 11.8), reveals that the
maximum reductieons in E would be for the data sets POOL 2 and POOL 4. The
exclusion of catchment wetness indices from both data sets also gives rise
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'BHER 1l sYstemat)l Wircrs, WiEH the valiss L0 o and O asviating
mare notably Fram zere and ulitt respectively bthan the valuss of simulatie
which include antecedent wetness indices (Table 11.5]). Neither POOL 2 1oy
POOL & include the 2xtremely large events of July and Atgust 1979 which
suggests that antecedent malsture conditions are important in  determining
the magnitude of stermflows for the smallen and intermediate events. Sinc=
the data sets for catchments I and I1T included these two extreme svents,
the [inding that antecedent wetness indices had 1ittle effact on the
accuracy of stormflow simulations in these catchments may have differed had
the data been stratified according to the magnitudes of the stormflow

ayants.

The importance of antecedent molsturs2 conditions to small and intermediate
events and the apparent irrelevance of these conditions to the large eavents
may be explained in terms of the relative proportions of storm rainfall
retained by catchment storages during an event. While, for a given arntes
cadent moisture condition, the amount of storm rainfall requirfed to satisty
catchment storages may be constant regardless of the size of the rainfall
events, the proportion of storm rainfall abstracted from smaller sevents
would exceed the proportion retained from larger events. Thus, as catchs
ment stordges deplete and approach zero capacity in the larger events
stormflow production becomes primarily a function of storm rainfall. Since
the soils of the study catchments are poorly defined and shallow, except in
the valley bottoms, it may be expected that the storage capacity of these
catchments 15 net substantial. thus the potential variability in total
catchment moisture -status would be limited and only of significance tc ths

small and intermediate size events.

11.4 Conclusions

The major conclusions reached from this study of the R-index metnod in

three small semi-arid catchments may be summarised as Tollows:

ta) The model may be calibrated successfully in catchments which are
physically and environmentally dissimilar to the humid catchments for
which thHe model was intended.

(b) Parameter values established for the model in thess three catchments



g1t epmd mapkadly to those of the eastasn USA seng -humsr cseno oo f
Natal. Ihls 1s not surprising as the stormPlow procucite mechanlams
in the seml-arid Catchments dre probably diffeprent from Bhose cidich=
merts tested Prom the USA and Natal.

{c) Antecedant basefillow was found tc be the most sultable catchment
watness index in two of the three catchments and a very good index in
the third catchmant.

(dl Stormflow simulations using seven or 10 days antecedent rainfall wers
almost squally as accurate in the three catchments. This finding was
attributed to the similarity 1n antecedent rainfall totals for thess
twd periods.

{e) The general model which can be applied in this region was based gn
calibrations of the pooled data set which imcluded ]l events. The
calibrated mode! for this data set excluded the catchment welness
indsx since the zssocliated parameter assumed a value of zero.

(f} Antecedent  moisture conditions were found to be iImportant for
calculating stormflow volumes for small and intermediate size events

and generally unimportant for the larger svents.

This study has alsc indicated that in order for the R-index method to be
used with any degree of reliability on ungauged catchments in Scuth Africa,
the factors affecting the parameter values and number of days aniscedent
rainfall mocst suitable for the medel need toc be understood and regional
values established. The structurse of the model lends itself to  this
approach while the satisfactory results obtained from diverse envirgcimental
regions suggests that the model components cater for the major variables
affecting stormflow productiorn.

Estimates of the R-index for this study and the svaluation of the R-index
method 1n catchments of Natal have been based on measured stormflow and
rainfall data. In ungaupged situaticns this index would have to be
estimated and attention is now turned te finding a possible surrogate for

the measursd R-index.



Chyuptey 12

ESTIMATION OF THE R-INDEX

The @#verage stormflow response [R-index 1s described by Hewlett et al
19771 as d measurs of the inhersnt storage capacity of =2 catchmert.
fssoming all obther ‘variables and parameiers in the R-index model to b=
potistant, anter-catehmeént varlavlons in stormflew dre then g function  of
different R-indices. Authaors such as Woodruffl and Hewlett (1970) and Bryan
(1880) have shown that the R-index can be mapped successfully for the
eastern USA (cf Sectiom 9.3). There are, however, insufficient streamflow
gauglng stations in small catchments of Scuth Africa for this index to be
mapped. Widespread use of the R-indaX method for stormflow sstimates in
urgauged catchments of South Africa would thus require the inclusion of an

slternative response index in the model.

The statistical nmature of stormflow response in three catchments is
pxamined 3n this chapter. Information obtained from these analyses is
intended to assist in calculating unbiased stormflow response indices from
relatively few observations. Attention is alsc givern to the relatignship

between catchment R-indices and mean annual discharge response.

12.1 Aims and Procedures

Individual stormflow responses are used to calculate an average response
(B=index] Tor a catchment (Eguaticn 9.1). This sample value approximates
the population mean and the accuracy of this approximation is a function of
the sample size and degree of normality in the stormflow response  data.
Small samples and skewed distributions result in biased estimates of the
average stormflow response. As Olszewski (1978) has shown, only 15 to 20
sequential observations are required for an unbiased estimate of R if the
data are normalised. However, Hewlett et al (1977) concludea that :in
excass of 100 observations would be reguired to estimate B within Tive
percent of the 'true' (population) value for data which exhibits marked
skew in its distributicn. By reducing the number of cbservaticns reguired
for an unbilased estimate of R, the use of temporary gauging Structures to
determine this index in selected catchments becomes a viable undertaking.

The first aim of this study is to examine the freguency distributions of



Yormillon respbngas: in theee Zululspd catohimehts (WIRILS, WML =62 WIRT
(il mEd= "Hi 2ttempt ab  improving the sofmality of the nata by usAngE bW
expotential transformations. This  investigation id based i the three

2uliiang catchments because sufficient stormflow svents were ayvailable £
meaninglul  anzslyses to ba conducted: The general applicability of the
study 1s limited and may bte regarded #5-3 cass sbudy with the fikdings

pertaining specifically o the Zululand
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Forty-thres stormflow responses were available for each of the thrae
Zululand catchments, thls data being the same as that used in the study
described 1in Chapter 10 (Appendix 8). Three types of stormflow responss

were calculated for each catchment according to the following:

Q
(al F
6y (%3 ang
P
Q.0,667
(c) I'-I;I

where Q@ and P are depths Imm) of stormflow and a storm rainfall
respectively. The exponents 0,5 and 0,667 were selected because Hewlett et
al (1977) and Olszewski (1978) found that these transformations normalised
the response data from selected catchments in the eastern USA.

In crder to evaluate the normaiity of =2ach distribution the sksw and
kurtosis were calculated and a freguency histogram constructed for each set
of data. According to Yevjevich [1972) the following exprassions give

unbiased estimates of skew and kurtosis for small samples:
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Tha secong zam of Lthis study 1S Lo sxamin= the relationship betwssn  mesn
annusl olscharge response anc the f-lndex. Mearn annual respornss may bhe

calculateg UsS1aE & procedure such as tnat gascribed by Mideley dra Pitman

(1968) [cf Sectisn 6.1;3}). Maps of mean Annual responss  Hays b

devalipsa for Natal by Whitmors (1970) (Figur= 12.1). I a ralaticenshis
suld be sstablished Betwesn mean annual respotss and RA=indicssd twhan  the

estimaticn of these Ingdices for ungauged catcnments would bBe simplifisg.

Frgurae 25 Mearn annual discharge as a percentage of mean annusl rains

Fall tn Natal [After:d: Whiumcre, 1870}
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Dara used in - this sacond lnvestigaticn wepe draw. from catchments WS,
WiMIe and WIMITT at Zululand [Appendiz B), catchment U2M20 4t Cedars
(Appendix 8) and/the three semi-srid catehments, I, I and 111, oiear
Grahamstown (Appendix 10) (cf 3Sections 10.2 and 11.7)- Mean -anrnual
discharge response values for the four regions were determined according teo
the procedurs described by Midgley and Pitman (1989). A=indic=es wers
caleulatad using lingar data (Egquation 9.1) as well as exgonentlially transs

formed response values using the exponents 0,500 and 0,677 in the following

expressions:
rn
‘ By 12
R = A% TR R 3%
20,500 ]
0,0,667
Etﬁﬁ
R . smmm e ey
el,677 n
whare
Rag = the exponentially transformed R-index for stormflow responses

ralsed to power a.

Average regional response values were calculated by pooling data from =ach
catchment of a region and then recalculating R, HeO.EGD and He.DETT e ol 2
wias not possible to evaluate statistically the results of this investiga-
tion since data from only four regions were analysed. Mean annual response
and the R-indices were compared graphically and the results were JIntended

to indicate any possible trends or relationships.
12.2 Results and Discussion
12.2.1 Stormflow response in Zululand

Coefficients of skew t§11 and kurtosis IEqJ for RB-indices in the three
Zululand catchments are summarised in Table 12.1.



Table 12:) Coefficients of skew (&) and kurtosis 51 for R-ingl
calculated using linear and transformed uaha
A-index
Catchment Linear e(0,500) a(0,667)
g1 & g By B &
WiM15 1,135 4,079 | 0,458 2,737 | 0,735 3,137
1M16 2,347 10,668 | 0,706 4,169 | 1,072 6,037
M17 1,768 6,619 0,781 4,014 1,518 4,758
Since the symmetry of a distribution is the majer factor affeciing bias in
estimated wvalues of the mean, most of this discussion focuses on the

measure of skew. Distributicns of linear stormflow response data exhibit
substantial skew 1n each of three catchments with the minimum value of éT
being 1,135 for catchment WIM15S (Table 12.1). Both exponential transforma=
tions reduced the skew of data in zach catchment with the exponent 0,500
resulting in notably lower value of §1 than those For the sxponent 0,887,
Linear and transformed data of each catchment were all skewed positively
and the distributions generally exhibited mesckurtosis {EE - 3.,0) or tended
towards leptokurtosis {Ez + 3,04

Freguency histograms depicting the distribution of linear and transformed
stormflow responses for the three selected catchments are presented in
Figure 12.2, 12.3 and 12,4. Three extremely large response values in catchs
ments WIM16 and WIM17 were grouped together for convenience (group 9), this
group being indicated by a broken line.

in Figures 12.2, 2.3 and 12.4 -dllustrate tLhe

skew present in the distributions of stormflow response when

The histograms presented
substantial

linear data are used. This assymmetry is reduced notably when data in an

exponential form are used, the exponent 0,500 clearly resulting greater
normalisation of the data (Figures 12.2, 12.3 and 12.4).

exponential data of catchment WIM16 (Figure 12.3)

Frequency distri=
butions for reflect =a
tendency towards bimedality but this feature may be a functicn of the small

sample size (n = 43).
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The walue of normalising & Credquency distribubion of responss 2ats may

iliustrated by calculating the limits of the btrus mean response  [(R=innex

with = grven probabrlity based on normalised and unglieved data. Limits

the true

avents] us

i =
whers

i =

; =

L o=

0 =

Limits of
data in
12.2-

Table 12.2

of populatiorl mean wers talculated rom the sSample data (43

ing the followlng exprassior:

X+t l— cesemmeens  112,5)

the limits of the true mean

the sample me=an

Studernts t value for a given confidence level with degrees of
freadom being n-1

sample standard deviation and

pumber of observations

the true mean stormflow responss were detsrminsd for =ach set o

the three catchments [Eguation 12.5) and sre tabulated 1in Tabl

1

Upper {iu} and lewer (X,) limits of the true mean stormflow

response (95 % confidence) and percent deviation from th

sample mean for the three Zululand catchments

E

Catchment Data E} xu Deviation (%)
MIMIS Linear 0,893 0,151 23,4
el ,500 g,272 0,354 1350
el,667 0,187 0,261 16,6
WIM16 Linear 0,117 0,187 25,8
0,500 0,318 0,358 12,4
20,667 0,225 0,317 17,0
WiM17 Linear 0,144 0,230 22,9
a0,500 0,352 0,447 e 3
el,557 0,260 0,352 15,1




By  Improving tne normality of stormflow response datis the Limits i

tLrue mean response lindes ares reduced substantialliy [Tabls 12.20. Limats o
the trus mean deviated from the sample mean incatchments WIM1E ana  WIMIT
by 25,8 pErient and 22,9 percent respectively when lineal dota dere Gsed.
These imits were more than halved when the data were transformed using an
exponett of 0,500 (Table 12.2). A similar result was ohtained o
catchment WIMIS but the deviation from the sample mean was reduced by

slightly less than half from 23,4 percent to 13,0 percent: Thers is alsc

Wl

substantial improvement in estimating the population an whan th

in

alternative exponential transformation (8,667 is used [(Tabls 12.2]).

The results of this study are in agreement with the findings of Hewlett st
al (1977} and Olszewski {1978B) that exponentidl transformatiors nNermalise
the distribution of sStormflow responses from small catchments 1in the
eastern USA. Hewlett ot al (1977) reported that the use of the exponent
0,500 resulted in the most normalised distribution, & finding substantiated

in this study of the three Zululand catchments.

12.2.2 Estimation of the R-index from mean annual hydrological response
R-indices calculated using linear and exponentially transformed data from
catchments in the Zululand, Cedara, De Hoek and Grahamstown regions ars
given in Table 12.3 along with the mean annual discharge response values
for those regions: Diagrams illustrating the pelationship between stormflow
response indices and mean annual discharge response for each regien zre
presented in Figure 12.5. From an examination of Table 12.3 and Figurse
12.5 the following may be noted:

ta) R-indices calculated using linear data are close to half the magnituds
of the mean annual response in each of the four regions. This
relationship is particularly notable where average regional R-indices
were plotted against mean annual response.  The scatter of wvaluss
about the 1+2 lipe For individual ‘catchments may be attriblted to
individual catchment differances.

b) Normalising stormflow response data with an exponential transformation
of e = 0,500 results in a greater scatter of points when individual
catchments are considered. However, averaging the response indices
results in a very convincing rnon-linear relatlonship between stormflow

respanse {HeD.EGUJ arid mesn annual discharge response.



tracsfaormed aata o s&elecran 3 LI 1 L~ AR ST = | 11a A

A-index Mean Annual

Region Catchment Linear 20,500 &l , 66T Respdnse
Zululand | WIMIS 0,122 0, 313 0,224 8.31¢

WIM1& 2 o b i 8,363 0,27

WiM1T 0, 187 0,402 05306

Average 0,155 0,359 0,267
Cedata uamMzo 0,853 0,214 133 0,094
De Hosk | WIM2B 0,088 0,249 0,170 0, 153

VTHMO03 0,103 0,282 Dy 19%

Ayvardggs 0,096 0,256 0,183
Grahams=| I 0,068 g, ¥ra @,124 2,075
Lowh IFT: 0,043 0,238 3, 085

LT 0,080 0,258 0,178

dverage 0,058 0, 169 o 0 O

fz) Results obtained using = 0,667 in the exponenitial bLransformation of
stermflow response dabta are similar to these obtainred using an
exponent of 0,500 with the relationship between the R=index [‘eﬂ.ﬁﬁT |

and mean annual response aslso being non-linesr.

For each of the three R-indices (R, HEE.EUD and HEG,&&T] used in this study
the re;ults have indicated that individual catchment response indices
exhibit a less clearly defined relationship with mean annual responss  than
the averaged BHA-indices do. S5ince catchment size may cCause this
variability, future studies of the BR-index in Sguth Africa should

investigate the relatlionship between response indices and catchment size.
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12+ 3 Conclusicns
A mEjar limitaticn of this study nas bean the small sample of catchmekts
incluaed 11 the analyses. ouever, & number 6f notable conclusicons were

reached, namely:

{al The use of =xponential transformations, particularly cthe exponent
0,500, made the stormflow response data of three small catchments in
Zululand more nermal. This was the same exponentlal transformation
which was found by Hewlett et al (1977) to normalise stormflow
response data from catchments in the sastern USA. t was hypothesised
that the existence of simllar stormflow producirg mechanisms in Ehe
twe regions accounted for this finding. A similalk conclusion was
reached irl testing the R-index medel aon data from these three Zululang
catchments {cf Section 10.4.1).

(b) Normalising the frequency distributions of stormflow responses in the
Zululand catchments resulted in substantially more accurats estimates
of the brue mean respolse indeX.

le] Although catchments from only four regions of South Africa were
included in the segond aspect of this study, there was convincing
evidence of a relationship between regiocnal mean annusl discharge

response and the R-indices.

In view of the general availability of mean annual response information for
most regions of Scuth Africa this resedich warrants further investigation

with a8 larger and more diverse sample of catchments being considered.

Although promising results have been obtained in this investigation of the
R-index, these Ffindings are either limited in their applicabaility or
reguire further investigation. Immediate or near future use of the R-index
model in Sguth Africa requires a more readily available index of catchment
response, such as 4 curve number. An examination of this problem is
included in the fcllowing chapter.



The original R-index model cdevelcepeg by Hewl=tt 2t al (1977} 15 =
lumped model in. which the basic unit of study is the first order catchment.
& single response index 1s assigned to a catcnments and no allowsnce 1=
made for separate 1lndices of sub-units i a catchment. Estimates of

stormflow’ ‘volumes usifg the SCS 'model have been showsn to  improve
substantially when the disteibuted curve number method was adopted in
fayour of using the lumped curve number approach (cf Chapter 5). For a
distributed R-index method to be developed, a surrcgate would have to  be
found for the lumped catchment response index which would peflact the

different stormflow potentials of ‘sub-units i1n a catchment.

Attention dis given In this chapter to developing and testing = distributed
R-index model. Implicit in this objective is the '‘establishment of &

readily determinable substitute for the lumped response index in the model.

3.1 The problem and approach

Marny hydrological investigations require estimates of stormflow volumes
from sub=catchments or small areas in & catchment. The griginal form of
the HR-index method is not suited to this application because of the lumped
nature of the response index (R). The concept of a8 curve number (CH} for
assessing average stormflow respense is particularly attractive since it
defines potential response on the basis of the scil-cover complex of &
catchment (cf Section 3.1). While the absclute relationship between these
variables and stormflow may be challenged the strength of the N concept
liss 1in its definition ef relative stormflow potential. It is: for this

redson that CN's were selected to replace the lumped R-index in this model.

Furthermors, CN's may be determined frem readily awvailable soils,

vegetation and land-use information (cf Section 3.1).

A large number of gauged small catchments covering a wide range of CN
values is not available ip South Africa for calibrating the R-index model
for single CN units, However, an attempt was made to «Circumvent tLhHis

problem by adopting the Following approach:



va'l, B computesr oeogreimmes, INDST, wis deve]open o g s S tipmel A Frogm
sb=fakts in &' catchoetil Using CN'Ss in the R=lnd=x mod=].

(b)) Optimisgticn of model pardmeters was based on the aksumpbiun  tnat
By EE and Hj_iEquatL:n 9.2) jwere consistent for each CN unit in =

catchment and that the summation of stormflow volumes from Sub-units
could be compared with tolal stormflow wolume bt the cutiet of the
catchment. A TFurther assumpbtion was that errors from different sub-

uiits did not compensate one another.

At attempt 1is made in the ensuing analyses and discussion Lo answer Lwo

guestidns, Vwig:

fa) €an catchment stormflow volumes be calculated accurately using =
distributed B-index model and CN's &s the response indices?

(&) Once &the distributed model has been calibrated using observed storm-
flew data are the parameters of the model transferable up and/for down

stream from the gauging station?

13.2 The model, catchments and data

The computer programme INDST was based on the programme INDEX which 1s
described in 3Section 10.3.1. INDST allows for up to 10 B-indices to b=
entered for sub-units are alsp entered and stormflows are calculated forn
each sub-unit which are then summated and compared With obssrved values as
in INDEX. An important aspect of calculating stormflow For individual sub-
urnits is that each unit has a specific storm rainfall threshold abeve which
any additional storm rainfall is added directly to stormflow (cf Section
9.1). Furthermore, only antecedent rainfall can be used as an index &f
catchment wetness since antecedent baseflow 1s not available faor sub-units.
A listing of the programme INDST along with cperation instructions is given
in Appendix 11,

An examination of the distributed R-index method was conducted using data
from three Zululand catchments, WIM15, WiM16 and WIM17 (Appendix 8). These
catchments were particularly useful for this study since:

fal} A large number of measured stormflow events (n=43) was available for
each catchment, this data having been used to test the lumped R-index
model (cf Chapter 10).



1EE I mogel acbion 4.4 The dearivatidr { i
r ihohment WiMit Eiven in Appenaix 2.
fed T thres catchments are nested allowlng ¢l m R 2
against. stormilows measureg: up ur downstream For the smuglng
where the model was calibrated (Figurne 13.4&410.

13.3 Results and discussion

13.3.1 Calibrating the distributed model

Calibraticn of the distributed R-index method was undertaken by pphtimising

the coefficient of efTiciency [E) as was done for the lumped R-indsx method

Q -

(el Chapter 10). Since calibrations of the lumped model were restricted ic

Figure 13.1 The three nested Zululand catchments WIMIS, WIMI6 and WIMIT
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Hatributen mog=]l allowing [or unblasesd compParisons Lo be mads
the [resullbs ef the two approaches. Mudel parameters were gptimis=d using
abiserved data from =ach of the catchments with antecedent rainfall totals
far S-days (AP5), 10-days [APID) and 15-days [AP15). AResults of theas=
calibrations are pre=sentsd in Table 13.1.
Tatle 13.1 Results of stermflow simulations using selected perioas of

antecedernt rainfall in the distributed R=ingex method

Catchment |Parameters Objective Functions
Wetness
atchment Index E'I BE B] g & £ 2
WiM15 APS. 0,060 1,690 0,440)| 0,761 0,760 -0,568 0,985
AP0 0,060, 1,700 O,180| 0,723 0,719 0,595 1,010
AP15 0,050 1,830 0,180 0,726 0,726 -0,586 0,384
WIM1E AP5 0,050 1,910 0,340] 0,994 0,993 -0,292 0,996
AP0 0,060 1,860 0,010} 0,977 0,977 -0,021 1,021
APTS 0,040 1,760 0,300| 0,956 0,956 -1,055 1,017
WIM17 APS 0,080 1,870 0,040 | 0,985 0,985 0,126 0,971
APIO 0,070 1,930 0O,010| 0,988 0,987 0,041 0,578
AP15 o,070. 1,650 0,260 0,988 0,988 -0,630 1,009

Stormflow simulations using the distributed R-index method were generally
accurate for all catchments regardless of the catchment wetness index used
(Table 13.1). Values of D and E are similar indicating minimal systemafic
inaccuracies in the calculated steormflows. An examination of & and b
values in Table 13.1 confirms this Finding with these values approaching
zero and ones respectively. The most accurate stormflow calibrations, as
defined by the objective functicn E, were asscciated with APS in catthments
WiMIS and WIMIE and AP15 in catchment WIM17. However, the value of E faor
APS (E=0,98%) in catchment WIMIT was only marginally lower than the wvalue
for AP15 (E=0,988).

By comparing the simulation results of the lumped model (cf Chapter 10]
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& for stormiiow simulations using both vars F the muds g

catchments are givean in Table 13.2.

Table 13.¢ Coafficients of getermination (D] and =fficiency (E)
stormllow simulations using the lumped and gistpitiited H-
index mod=sls

Catchment Objective Functians
Catchment| Wetness D E
Index Lump=d Distributed Lumped Distributed
WiMI5 ABS 05752 0,761 0,752% G, TEOw
AP10 0,719 0,723 0,714 0,719
AP1S 8,718 0,726 0,717 0,726
IM1E APS 0,595 0,994 o,995* 0,093%
AP0 0,989 3,977 ¢,988 0,977
AP15 0,978 0,956 Gya73 0,956
™17 APS 0,974 04985 0,974 0,985
AP0 0,976 0,988 0,976 0,987
AR5 0,550 0,987 0,8g90% 0,088

¥ Highest catchment value

Starmflow

accurate

calibrations

using

the distributed RB-index method were

morte

than calibrations using the lumped method in catchments WIMIS and

WIM1T Ffor all antecedent rainfall pericds tested except AP15 in catchment
WIM1T (Table 13.2). 13,2
generally similar for both versions of the model. The most suitable catchs

However, the values of D and E in Table ape
ment wetness index for stormflow simulations in each catchment was found to
be the same for both the lumped and distributed models (Table 13.2). In
catchment WIM17 the wvalue of E using the distributed model with APS
(E=0,985) is marginally less than the value for AP15 (E=0,988). This
not the case for the lumped model with APS being associated with an E wvalue

of 0,974 compared to 0,988 for AP15.

Was
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results using the distributed R-index method to calculate total storm
discharge for the three Zululand catchments are presented in Table 13.3.
Estimation of total storm discharge using the distributed R-index model was
successful 3in each of the three catchments (Table 13.3). In comparing
these results with those obtained for stormflow simulations (Table 13.1)

the following may be noted:

ial The parameter E1in:reased for all simulations of total storm discharge
while EE decreased for all simulations except those based on AP and
AP1Q in catchment WIM1T. The parameter values for E] were similar for
simulatieons of stormflow and total storm discharge. However, there
was a ‘tendency for 53 Lo increase slightly when the model wWas

cptimised using total storm discharge.



el 1.3 Hesylt Fihotal storm Hischarg IMudatiins Usine

pEricds of antecegent raipfall 45 the dlstributed R-lndex

m=thod
Catchment [Parameters fbjective Functions
Wetness
Catchiment Index BT 52 ﬁ] D E 2 2
WiM15 AFS 0,080 1,560 O,470|0,77'9 0,718 =0,939 0,964
AP 0,070 1,690 0,210 | 0,658 0,65 -1,171 0,949
AR5 0,060 1,780 0,220 0,861 0,655 1,343 0,039
MWiM1E APS 0,070 1,840 0,340 (0,990 0990 -0,729 -0,995
AP1D 0,080 1,680 0,060 0,972 0,870 =1,;399 1,088
AP1S 2y070° 1,570 0,280 0,960 0,560 -1,030 1,821
WIMIT APS 0,090 1,910 0,080 |0,98T7 0,985 -0,658 0,963
AF10 0,080 1,970 0,010 |0,987 0,985 -0,686 0,967
AP 1S p,100 1,530 0,290 10,487 0,988 -0,608 1,004

(b} Model accuracy was reduced (lower E values) for most simulabtions using
total storm discharge. This reduction in accuracy decreases with tha
reduction 1in catchment size and in catchment WIM17 twe of the three
values of E in Table 13.1 and Table 13.3 ares equal, the third wvalus
anly differing by 0,002 (AP10).

(c) The catchment wetness indices which gave the best stormfiow
simulakions result in each catchment alsc gave the best total

discharge simulation results.

The findings outlined in tie preceding discussiorn have indicated that the
distributed R-index method may be calibrated successfully to simulate both
stormflow and total storm discharge. The model does, however, appear to be
mare suited to stormflow estimation (¢f Tables 13.2 and 13.3). While the
R-index method including CN's as response indices gives accurats estimates
of the stormflows at the outlet of each catchment. This cannot be taken as
conclusive evidence that the stormflow from sub-units in a catchment has
been modelled successfully., The following apalysis 1s, however, ilntended
to provide a clearer indication of the value of the method for estimating

stormflow from sub-catchments or areas in a catchment.



14.2.2 TransTerability of model parameters

lrs s=velouping the distributed R-index method 1t was sssumsd thal param=sters
I the model cptimised ap shserved stormilow data at the outlet of &2 catehs
ment would 'be: applicable to different sub-umits in the catchment.

Furthermors, -2t 'was assumed that CHN's provide a relative measure of the
stormflow pobential from Sub-undts ir a catchmert. I these aAssumptions
are valid it may be expected that calibrating the distributed R-index
methaod on part of a catchment sShould provide suitable parameter values fap

stormflow estimates in other parts of thHe catchment.

Parameters for the distributed R-index method are optimised for the three
Zululand catchments using the three selected catchment wetness indices
(AP5, AP0 ana AP15). Optimised parameteprs for any one catchment were yssd
i the R-index method to calculate stormflow volumes in the other two
catchments, The accuracy of these simulations was then compared with that
af the gptimised model for the catchment. Results of tests are pressnted
in Table 13.4 for APS, Table 13.5 for AB10 and Table 13.6 for ARYS.

Table 13.4 Results of stormflow simulations using APS in  the

distributed R-index method with optimised =and Ctransferred

parametars
Catchment Objective Functions
Catchment Parameters ¥ E = =
WiMIS WIMI16 0,715 0,691 -0,172 0,849
WIiMaT 0,652 0,532 0,639 0,772
OPT D,761 0,760 -0,568 0,988
WiM1E WIMi5 0,970 0,939 -6,666 1,190
WIM17 0,974 0,9M 1,294 0,951
OPT 0,994 0,993 -0,292 0,99
LTMiT WIMIS 0,926 0,879 -8,540 1,243
WiM1B 0,570 0,968 -1,579 0,993
OPT 0,985 0,985 0,126 0,971




Tahle 1325 Hesulty 8 stormiilon stmlatlofis ising ARFIO  1n ft=
distributed R-inday method With aptimised and Lrapsfspesd

parameaters

Catchment Db jective Functions
Catchment Parameters B E 2 B
WIM15 WIM1E 24639 0,591 0,672 0,829
WiM17 0,643 0,607 0,036 0,805
EPT 0,723 0,719 =0,;5Ts 1,010
WIM16 WiM15 0,958 0,354 =2,710 1,049
WiM17 9,972 0,970 &.81%5 0,959
OPT 0877 0,977 =0,021 1,821
LIH‘T WiM15 0,955 0,942 =4, 4346 1,106
WiM1& 0,875 0,963 =3,203 1,117
OFT 0,388 0,587 0,041 0,876
Table 13.6 Results of stormflow simulations uWwsing APIS in  the

distributed R=-index method with cptimised and transferred

parameters
Catchment Objective Functions
Catchment Parameters D E 5 A
WIMIS WIM1& 0,643 0,639 -0,787 0,936
WIMIT 0,652 0,639 -0,276 0,891
OpT 0,726 0,726 -0,696 0,986
WIM16 WIM15 0,846 0,937 V550 Q5801
WIMIT 0,954 0,949 1,515 0,938
OPT 0,956 0,956 -1,055 1,107
WiM1T WiM1s 0,985 0,983 -0,17% 0,969
WIM1B 0,987 0,976 -3,320 1,108
OPT 0,987 0,988 -0,630 1,009
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WIMIT are 13,685 kmg. 3,22 EmE and 0,
smallest catctment (WIMIT) is & .0 percent of the arsa of WiIMIS and WIM1G is
23,5 percent of this area. Catchment WIMYT is 20.B perdent of the area of
caktechment WIM1b. Hawever, 1f <catchment area is unimportact and model
parameters are consistent for all subeunits (CN's) in a catchment then
these parameters should be transferable from one catchment to ancther

without substantial losses in model accuracy.

From a compariscn of the optimum objective functieons of each catehment 1in
Zululand with those obtained using the model with parameters cbtained from
calibrations up or downstream (Tables 13.4, 13,5 and 13,6), 1t is =avident
that goodness of fit of the model, based on E, is reduced when transferred
parameters are used. This reduction in accuracy 15 generally not substans
tial with the greatest reductiom in E being from 0,760 to 0,592 for catchs
ment WIMIS using the parameters of catchment WIM1T and the catchment
wetness index APS (Table 13.4). Examining the corresponding values of D, a
and b for this catchment indicates that systematic errors increased more

than random Errors.

Wnether the distributed R-index medel is calibrated up gr downstream frem a
test catchment does not appear to result in nobtably gifferent decreased in
model accuracy from the optimised model's accuracy. What is revealed as
important in transferring model parameters is that the catchment Jetness
index most suitable for the test catchment does not change. A summary of
parameters which were most successfully transferred to test catchments and

the associated catchment wetness index is given in Table 13.7.



gt alonment and: Lr catciment Wwebnass 1nhaex Uasa
Tast Most Suitshle Catobhment Webness
Catchmernt Parametars index
WM WiMIG APS
ETHI& WiMiT AP1D
™17 WiMIG AP1S
The three catchment wetn=ass indices for each test catchment in Table 13.7

are the same s those found to give the best gptimised results in  these

catchments {cf Section 13.3.71.

13.4 Coenclusions

The distributed R-index method using CN's as response-indices in the thiweo
Zululand catchnents has bYeen shown to be successful in terms of simulation
accuracy and trapnsferability of model parameters for stormflow es5timates up
gr downstream from the point of calibraticn. Response indices other than
CN's <could be used in this model and where adequate data exists the storm
rainfall and antecedent nainfall for sach sub-unit may be determined and
possibly improve mpdel accuracy. Estimation of tgtal storm discharge Erom

these catchments was also accurate using this medal,

Antecedent moisture cenditions were, once again, shown to be important in
determining the accuracy of the R-index model using either optimissd or
transferred parameters. Errors in model parameters walues and inputs o
the model gave rise to simulation inaccuracies. A better understanging of
the magnitude of these inaccuracies in relation to the parameter and input
érrors is, however, required. This problem is addressed in the following

chapter.
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ERROR ANALYSIS

The preceding callbrations angd tests of the HP-ipndex medal have been
conducted assumlng the 1npuls and model paramsters Lo be accursdle, Aceor=s
ding to Troutman (1982) input wariables for hyarological siodels ares never
errar frae. Sincée the determinatian of model parameteps is affectsd by
inaccuracies in input data, the optimised valuss should alse be regarded as
estimates of the 'true' parameter values. Errolr analyses are deéscribed in
this chapter which are intended to provide a prelimindry guide Lo the type

of errors which may be expected in using the R=index method.

14,1 Sgurce of model errors
Errars in calculated stormflow wolumes using the B-index method mEy ba

apportionsd as follows:

i .
ET = .{HE, PE' EHIE. BE’ UE}
whare

ET = totdal error in calculated stormflow volume
HE = error in estimated R-indices
FE = arror in estimated storm rainfall

CHIE = error in estimated catchment wetness index
EE = eprrorn in-estimated model parameters and
UE = wariability in stormflow wolumes unexplainesd by the model.

Errors in estimated model parameters Based on obsepved input data may  in

turn be defined as;
BE = f{HE, PE‘ EHIE, QDE‘ UEI
whers

Qe = errors in observed stormflow volumes used to calibrate the
model.
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vis of fgpul erfors in rainfoli=funnlT mogels, Trontman L1982

@t severe eprors in estimateq stommflow volumes firom & nor—
linear regression modet couid result from snaccuracies I estimated storm
rajinfall. Furthermore, stch inaccuracies may also give rise Lo substantigl
higs 1inn thes sstimated paramster valuss, The =prors in calculated stormflaw
wolumes asscciated with inaccuracies in storm rainfz=ll drid model parapetars

are dedlt with an the Tollowing analyses and discussion.

4.2 Aims and procedures

The distributed R-index methad incerserating curve numbers hHas been  shown
to be a sultable technigue for estimatang stormflow volumes (¢f Chapter
13}, Using this wversion of the B-index model in the three Zululand
catchments [(WIMIS, WIMI6 and WIMIT) the {ollowing Investigations were

unidartaken:

tal An assessment was made of the increase in model errors, based an the
coefficient of efficisncy, associalted with inaccuraciss iIn model
parameters.

fh)] The affect on calculated staormflow veolumes of systematic inaccuraciss

il storm rainfall inputs weres evaluated,

The initial investigation was conducted by increasing and decraeasing
individual model parameters by up to 20 percent of the optimised parametsr
walus Tor the study catchment. The two remaining paramaters were held at
their optimised values while changes in the value of E were monitored.
This procedure was repeated for each parameter and the change 1in E was
plotted against the asscciated increase or decrease in parameter value.
Optimised parameter values were takeén to be those obtained using ocbserved
stormflow and input variables and the most suitable catchment wetness index

for the catchment (cf Chapter 13).

A set of storm rainfall data was established covering the range of values
chserved in the three Zululand catchments. The computer programme  INDST
was adapted to permit increases or decreases in these values by a specified
amount (percent). Similarly, the appropriate catchment wetness index could
be neither increased or decreased. The optimised model parameters and
associated wetness index for each catchment were used to calculate storms

Flow volumes. Three amounts of antecedent rainfall were selected for each



=tas For =agh leyel of antecedent ruonfzll the stormflow volumes weps

caltylated using ‘storm raanfalls systematically underastimaiod ang overs
sytimated Dy specified amounts. The percent thanege 1n stormillow vollme:
Far the various storm reinfalls and thres salacted  grtecedsnt molstilrs
enditicons could thus be assessed

14,3 FResults and discussions

Changes in the coefficient of efficiency (E) associated with changes 1n the
thres parameters of the R-index model optimised on dabta from catchments
WIM1S, WIMI& and WIMIT are 2llustrated 1n Filgure 1.1, In =ach catchment
the maximum reduction in B correspondifig 16 arrors in individial parameters
was assoclated with EE the storm rainfall parameter [(Figure 14000 f=

parameter hHaving the lsast effect on E in each catchment w

1]

=
wetness index parameter]. Both E1 and B? had & limited affect on E even

for deviations of 20 parcent above or below the optimised values,

The parameter changes given in Figure 14,1 are percentage wvalues. Since
the wvalue of parameter B, is substantially greater than that of 8, org, in
sach catchment [&f Tahla ;3.1!, the larger absclute change in EE v&luEhimay
account far the greater reduction in the assgcigbed walues of E. Hemevear,
by adjusting each of the thriee parameters of the R-index modal by fixed
amounts the changes in E were similar to those presented in Figure -5 S
Underestimation of 32 in catchments WiIM16 ang WIMIT (Figure 1&.1 b ang <)
resulted 1n ‘more substantial decreases i E thaen did overestimation of thnils
parameter. In catchment WIMIS (Figure Y4.1 a) the dibection of the errop
in parameter estimation did not result in substantial differences in the

reduction of E.

While errors in the parametsr Ee_may result in substantial lasses in mogel
aoccuracy this does not necessarily warrant the use of agditipgnal decimal
places 1in coptimising this parameter. An ipaccuracy of 0,01 in EE is5 an
errcor of '1es5s than 0,62 percent of the optimised value in each of the three
Zululand catchments and referring to Figure 14.1 it may be deduced that
the associated reduction in E which may be expected would be minimal.
Optimising model parameters toc two decimal places does not appear to e

justifiad particularly when the reguired computer time is considersd.
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bBatwdad) The Ltafrpblive stapid 3R cimplter ©igs iy all PR ral [ 4
plipher of sub-=isits 4y Bach catdhment (WIMIS=T, WiMiE=L g WIMIT=51, Thi
ralatisaship may be degeribed by the followine Sxpressiib:
1 '

T = 158 + ——ai B {151

| U B I
whare

T = eomputer bime (=)

Er = number of B=1ndex sub-units and

I = pumper of itsratians.
The fzllawing example jllustrates the impurtance of reducing to & minsmum

the tumber of iteratichs reguirsd. for megel caitbration:

The programme INDST 1s =et to test parametlsps betwesn the [ollowins
Iimits For catchments WIMIS:
& ¢ 0,0 - 0,080

1
EE : 1,400 - 1,800
‘Bj : G,100 - 0,500

The f[irst test 15 conducted usling parameiers accurate to two decimal
places (I = 20 000) and then repeated using EE accurate to three decis
mal places (I = 200 000]. The fipst test would require 50849 i of

computer time compared to 54,448 hours for the sedond: test.

it must, ‘however, be pointed out that convergence to the final solution
generally requires substantially less time by using larger iterative steps
during the initial calibratien runs and then re-defining narrower paramstep

limats for runs using finer i1terative steps.

The parameter B, associated with storm rainfall in the distributed R-index
modsl  has béenh shown to be a ¢ritical model parameter affecting the
accuracy of stormflow simulations. Errcrs in estimated storm rainfall may
also give rise to substantial inaccuracies in calculated stormflow depths.
The errcr in calculated stormflow depths asscciated with over-estimation
and wnder-estimation of storm rainfall is illustrated for each of the three
Zululand catchments in figure 14.3 . These tests were conducted using three
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b) WiM16
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c)  WiMmiz
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[=wals of dntecedant ralnfall For sach catchment Lo aestepmins Whsthar the
natire of staroflow sfirors in escH catchment would Be influsncs by the

antecedent molsture cunditions.

1604 Conclusions

The sensitivity of the R-index model Lo errors in parameter wvalues and
storm rainfall input has been dealt with briefly in'this chapter. Thess
tests wepre intended to highlight the potential sources and magnituges of
errors  in calculating stormflow volumes using this method.  Although the
results pertain specifically to the three Zululand catchments it may be
expected that the parameter E’E would be as important in other catchments.
Furthermore, errors in calculated stormflows resulting from inaccuracies in
storm rainfall input are likely to b2 of a similar magnitude to those found
in this study since EE values do not wary considerably from catchment o
catchment. However, futurs ressarch in this area is required and attention
needs to be given to the combined effect of inaCcuraciss in parameters and

input variables.




Lhapter
SIMULATION OF STORMFLOW VOLUME USING THE
R-INDEX METHOD: CONCLUSIONS
Tha H-index method has besr shown to be a relatively simple proceaurs for
simulating stormflow volumes. Despite the simplicity ¢f the model tn=
results obteimed in this study have indicated that the Lechnlque 'may be
readily adapted for calcllating stormflouws in a variety of snvironmantally
dissimilar regicns of Scuth Africa, bDut all the presented Work reguires
extensive werification. The salient features of conclusions reached 1in

this investigation may be summarised as follows:

[al The mpdel calibrates stormflows accurately in selectsad semi-arid, sub-
humid catchments of South Africa. However, model paramestsrs differ
markedly from regior Lo region.

(b) Initial flow rate is generally a good index of catchment mcisturs
status for calculating stormflow volumes. Antecedent rainfzll 15 =
highly satisfactory surrogate for this variable in the B-index method
resulting 1in more accurate simulations of stormflow wolumes in  some
catchments. The use of A-pan evaporation 1n the cCatchment welpness
index did dof not improve the accuracy of stormflow calibrations.

(c) The number of days antecedent rainfall which is most suitable for
stormflow calculations varies from region to region.

(d} Antecedent molisture conditions are more impertant in determining
stormflow wvolumes in humid and sub-humid catchments than in semi-arid
catchments. Also, this wvariable affects simulations of small and
intermedizte size Stoermflow events more than 1t i1nfluences the
larger events,

{g] Exponential transformations of stormflow response result in more
normalised frequency distributions of the wvariable. Substantially
fewer ogbservaticns are required to determine an unbiased estimate of
the B-index when normalised rather than skewed data are used.

(f)] FRegional BKR-indices may be related to mean annual discharge response.
Future research 1s, howsver, required to substantiate this obseryvation
and to determine the effect of catchment area on the R-index.

{g) Curve numbers may be used with some success in place of the R-index 1in
a distributed HR-index model. This distributed model is a viable

procedure for simulating stormflow from sub-units in a catchment.
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Tha trafisiErability SEimodel pritametarss up or down suream o 5 Ebuins
point is ‘poNsible without Incurting substantldl e=endts 1 AL
caleulatsd stopmflolis bat ditention needs Lo be given Lo ths affact of
catchment area on the parameter yalues.

Calibrating the parameters of the R-index model to two decimal plscas
appears 0 be: justifisd. MWhile the srogrammes INDEX ana INDST werse
adequate Tor the: purpese of thls study, the use of meore advancaag
grocedires for parameter determinabtion may reduce Gthe  regqulred
computer time.

Errors in estimating sterm rainfall or the associated model parameter
IEEI rasults in substantidl errors in talculated stormflows.

of the conclusions reached in this study of the R-index metnod concur

findings reported for the investigation into the SC5 moael. In the

concluding chapter attention is given to the common findings of the two

studies as well as to future reseatch needs.
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hapter 1f
SIMULATION OF STORMFLOW VOLUMES FROM SMALL
CATCHMENTS: CONCLUSTIONS AND FUTURE RESEARCH

simulation of stormflow volumes Using ftwo donceptually differspy

procedures has been undertakern Wwith particular attention beElng given 1o the

catchment molsture status component e each model. Buth models are

intendad to be simple procadures requiring limited informaticn for storms

flow simulations, a constraint which has bean adhered to in this  reseach.

Despite the notable differences in model structurs, a number of findings

were common to both the 3C8 and R-ingsx modesls, Viz:

(a)

(o)

lc)

(d}

Stormflow could be simulated more accurately Whern distributea rather
than lumped models wers ussd.

The simultatien of small stormflow events i1s particularly dhfflcult,
large relative errors being commorl regardless of the procedure used.
Sirnce these smaller events are generally not of concesrn to engilnssrs
or planners this was not regarded as a major consideration in evaluas
ting these mocdels. Hewever, calibrating the model on small evenis may
give rise to substantial errprs in estimated parameter yalues.
fittempts to calibrate the R-index method on four small caktchments
{areas: 0,027 kmE - G,GEkaEJ near La Mercy on the ceastal pelt of
Natal using small events substantiated this conclusion.

The period of antecedent rainfall optimally associated with stormflow
volumes vyaries from region to region. The results indicateg that
topographical and pedalogical characteristics of a catchment may be
related to the number of days antecedent rainfall which should be
considered for calculating stormflow volumes. Despite regignal
differences in the most suitable antecedent period, the use of 10 to
15 days antecedent rainfall is suited to most catchments for stormflow
simulations since inaccuracies are not substantial when this psricd iz
used.

The curve number concept is valuable for representing the stormflow
potential of a catchment whether it is used as intended in the 3CS

model or as a response index in the R-index model.

While both the SC3 d@nd R-index models may be regdrded as simple procedures



Fiar Finlsting stormilow volumes, the medalieg SC5 mogel 3s ussc Lntn
pexsarell raEgqulrsd a more sophasticalesd antocagent meisturs  procsours and
more Inpul varizbles for impgroved stormfilow simulations to s achiswad.

major difficulty in UWsing the B-indel method 1s that parametsrs of this
model #ie not fixed fur sll catchments ang regional values would have to be

astalbished for Sputherh &frica.

Further impravements to the SCS model are likely to be resiricted by the
structure and assumptians of the model: While individual components =f the
maael may undergo improvements and mores sophisticated procedures could be
developed, attention should alsoe be focussed on the centrdl aspect of the
magel, the Curve number. South African scils have beer classified Hydrolss
gically for curve number determinations by Schulze and Arhold (19730 this
classification being based on a3 subjective assessment of the soily sccars
ding to specified criteria. Experimental attention nesds to be given to
the stermflow potential ef Socutn African soils under warious vegetalion
covers or land-use. The curve number .concept 1s valuable Tor stormmilcuw

estimates using both the 5CS and R-index methods.

The effect of catchment area on stormflow volumes iIn small catchments
(€ 50 kmzl is generally neglected. Results presanted in this sStudy have
indicated that area may be an important variable to censider particularly
when the average stormflow response is being examined. Although Hewlett =t
al (1977) found no relationship between stormflow response and catchment
physiocgraphy, these variables may be important in sub-humid or Semi-arid
catchments, However, analyses of this type would reguire a large sample of
small catchments with adequate rainfall and stormflow records. The lack of
suitable data from small catéhments in Scuth Africa Is a major difficulty
which researchers in the field of stormflow modelling have to deal with.

Temporary gauging structures may offer a possible short-term solution ta
the problem of inadequate stormfleow records for many regions of South
Africa. While permanent structures are obvicusly desirable, temporary
structures would permit the determination of R-indices, model parameters
and could assist in determining which models are most suited to the region.
The regionaliation of model parameters and the determination of sultabls

antecedent rainfall indices for stormflow models would alse he possible.
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ex]itig  wpithithe - fodified SCS model =pid B=indss methl gl gftsnticn  hls
been dibected @t the applicaticn o theke procedures to Ungsuged, catchs
meriks. While this is Likely 1o bie a principal objective of flutdre reseurch
into the two selected stormflow models it is essential that such studies he
accompanied by research of & more fundamental nature.: Hesults presentea in
this study have indicated that thare 13 = possible relaticnshipobetwesn the
soils and tcpography of a catchment and the number of days artecedent rains
fall optimdlly associated with stormflow  volumes. If the processss
responsible for such a relationship could be understood and quantified thern
the task of selecting an antecedent rainfall index for use in stormfloy

calculaticons may have a more sound basis.

While the SCS and R-index models have many featurss in common the Lws
procedures are based on different assumptions and ars= structurally
distinct. No attempt was made in this study to compare modsl performance
o controlled sets of data. An important phase in stormflow modelling in
small catchments of South Africa will be a comparative study of model
performance. However, due to the vast range of environmental conditions
Tound 1in South Africa it is unlikely that a single model will be suitabls

for the entire counbny.
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APPENGIX

The derivation of CHN units from catchments soils

and vegetaticn data for catchments:
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Robmora (S) c Woods Good 70 , 005 3
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Robmare (S) C Straight row crop| Poar B5 (012
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Proportian 0,14 0,24 0,32 0,38




5011 Vegsts Lang=ige i
e ies Hyd Gp Typ= Condlyion (] Prog JRiLt
Trafalgar (D B Forest iriy HE +UE
Marsh - - - G 178 e
Rock 100 % - - - 100 L00ns
ALSprult b Forest Fair T L0003
Katsprult i} Veld + 50 % Rock Good 0 ,01g 3
Katsprisit b Veld + 35 % Rack Guog a7 . 120
Robmore (5) c Veld Guod 7a e 3
Rubmore (S) £ Forast + 35 %% Rock) Good 80 (02 “
Robmore (S) C Forest Fair 73 O34
|Robmore (S) B Straight rew crop | Poor T OER
Robmora (D) E Veld Goud a1 S FET T 5
[Rctmsre (D) B Faorest Fair &0 L0073
COat=dale A VYeld Good a4 =BT
Oatsdale A Forest Fair 36 015 &
flatsdale A Straight row crop | Poor 65 P el
TN Unit ] 2 3 4 9 f
CN 55,0 g98.0 87,2 Ta,1 61.0 308
[Proportion 0,02 0,08 0,14 0,27 0,14 0, 34




Sl Yapatative =1 Bl
Series hyd Gp Type Cunditic: | Prog U

Mi=pan C Wonns Fain (%] it

Clocymlly B Woeds fair 1| L hOT 1
Clovel Ly B Veld Fulr B9 v 128
Hutton B Veld Fair 9 JO&1
Hatspnuit D Yeld Good 80 136 =
N Unaix 2

CH &8, 13 80.0

[Proporticn 0,46 0,04
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Mispah 5] Veld Fair T4 yO 14 ] 2

Longlands 0 Veld Fair 79 ]

CN Unit i 2

CH 69,0 79,0

Proportion 0,85 o W
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APPENDIX |

Storm rainfall; stormflow and assccirated antecaedent
rajnfall, runcff and actcal svapobransplration ased
in testing the SC3 Apgdel In catchments
WiMIG, WIM1T, U2M20, VIM2B and VTMO1:

The abbraviations used are as follows::

= date (day, month, year)
= storm rainfall {mm)
= stormflow (mm)

AP = antecedent rainfall (mm)

OAR = observed antecedent runoff (mm)

CAR: = calculated antecedent runoff (mm)

OAE = ‘'observed' (regression equation) actual

evapotranspiration (mm)
CAE = calculated actual evapotranspiration (mm)
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Scattergrams of calculated varsus observed stormiiow

for catchment WIM1& based on cptimum [OPT] =nd

test (TEST) dista for selectad CN grocedures:
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Scattergrams of calculated yversus chaervad Stormflow
for catchment WIM1T based Sn optimum (OPT) and

test {TEST) data for seiected €N procedures:

CNA! = average pentad CN

CNSZ = moving average peptad CN

ENS5 = change in ¥ calculsted cver S days
CNIO0 = change in ¥ calculated ovar 10 days
CN15 = change in ¥ calculated over 15 days
CNZ20 = change in ¥ calculated aver 20 days
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Scattergrams of caleulated yensus ghserved storsllay
for catchment U2M20 based on optimum (OPT) and
test (TEST) data for selected CN procedires:

CNA1 = average pentad CN

ENS2 = moving average penitad CN

€5 = <Thange in ¥ calculated over 5 days
CN1@ = change in ¥ calculated over 10 days
CN15 = change in ¥ calculated over 15 days

EN28 = «change in ¥ calculated over 20 days
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Scattergrams of calculated versus obsepved stormfleow
for catchment VIM2E based on optimum (OPT) and

test [TEST) data for sslscted CN pracedilres:

CHAY = average pentad CN

CNS2 = moving average pentad CH

CNS = change in ¥ calculated over 5 days
CN10 = change in ¥ calculated aver 10 days
CN15 = <change in ¥ caltulated over 15 days
CN20 = change in ¥ calculated over 20 days
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APPENDIX T

Scattergrams of calculaved versus ocbserved sStormllow
for catchment V7MOZ based on optimum (OPT) sind
test (TEST) data for selected CN procsedures:

CNAT = average pentad CN

CNS2 = moving average pentad CN

CNS = <change in ¥ calculated ovyer 5 days

CN10 = change in ¥ calculated over 10 days
CN1S = change in ¥ calculated over 15 days
CN20 = change in ¥ calculated over 20 days
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Starm ratnfall, stormflow, the Zssodiated snivial Mlow (ate

s antecadent ratnfadl used Tor Lasting Lhe RA=itdex mod=l

catchments WiM15, WiMi16, WIM17, U2M20, Y1M28 and VTMO3

The abbreviations used zre as follows:

DY = day

MT = month

Y8 = year

P = =stoes rainfall (mm)

o = stormflow (mm)

I = initial flow rate (mm.h )

APDS = Tive-day antecedent rainfall total (mm)
AP10 = ten-day antacedent rainfall total (mm)
AP15 = Tfifteen-day antecedent rainfall total (mm)



W1iM15

DY MT YR p Q 1 APDS  AP1OD  AP15
PR PPN NS AP Y
16 11 76 2249 1.302 «0222 198 i2e 5 ¥35.9
13 12 76 LT3 184 <0076 2.0 143 12.0
22 12 Tb Shab BaDT4% <0103 Teld 3.0 45 et
24 1 77 29.1 1.959 0073 Ta8 lédad 201
29 1 77 57a1 20«131 o D4 10548 113.7 12C«2
1 277 2T.0 be938 «UTle Téed 1677 18044
6 2 I 50.3 Balbté «0565 39,0 1153 2046a.T
1« 2 77 b5k 13470 «0T273 2«2 2dle8 322.3
10 3 717 207 1.331 «0323 3.8 l4s2 35,2
1« 3 77 3T7.1 29255 0321 23.2 270 4Tal
20 3 717 21.8 3.513 «0752 TU9 120.0 124.0
10 & 77 15.5 « 605 «02&4C 4.7 12.1 l6.3
1« 6 77 1T7.9 =375 «0077 b 4.0 6.8
zZ T 17 19.3 «433 «0075 1.5 20T 207
24 9 77 ble2 54637 «-0043 5.2 l10« 6 121
27T 9 17 29.3 2305 «023C 6944 TEa? T9.3
3 10 77 34.2 6311 «0213 2446 263 128.17
9 11 77 0.2 «791 «00B6 49 36.0 43.1
19 12 77 54,7 Ta9417 « 0044 194 291 302
23 12 17 204 1.T89 <0205 60«4 B2.% 89.5
31 12 17 23.3 «539 «0198 bad 4lal 95 .9
19 1 78 38.4 «&598 0145 «0 11.4 41.9
2T 1 7B 272 2650 «0053 42.0 2454.8 256.1
12 2 78 20.3 1.581 «+0321 24 et 29a1 4545
1 3 78 35.4 14.082 « 0608 16.8 85.6 952
27 3 T8 6043 11617 0176 «0 1.5 1«5
22 % T8 63.9 bel2b3 22040 23.0 3lat S344
3 & 78 29.3 4ellb «0225 Lt led Bbaed



WiM15

DY MT YR P Q | APOS  APLO  AP15
;;#;;#;;####E##*####;######-###;# #:ua;;;ztaaf:;;;;r:;;;;
11 7T 18  23.4 3759 <0307 0 e9 1042
B 9 78  S54.2 7.897 + 0080 9.5 11s5 1640
12 9 78 143 e632 0268  S3.4 53,6 62.2
4 10 T8  5lab BeDb4 «0095 2.8 12.7 12.8
4 10 T8 5leb Ba064 «0095 lla4 4646 10944
24 10 78  21.0 2.907 20471  4le6 6043 977
18 11 78  30.8 3.318 20160 1446 25.6 32.4
21 11 7€  1S.8 24349 -0243  34.7 52.7 62.9
26 11 78 8.5 2.687 20681 4040 T4.T  92.7
2179 Tl 224 .0088 Sel 15.,3 lbad
27 1 79  40.9 1609 «0049  1B.7 4245 4247
3 379 3.7 697 . 0049 Lat 4e3 2942
4 5 19 41.3 « 765 «00356 -0 11lak 13.5
15 10 79  43.9 4e179 0117 27.4 28.5 4B.2

12 12 7% 30.,0 2.005 « 0090 220 iy o by 592



W1iM16

CY MT ¥R

l&
13
22
24
29

1

&
14
10
14
20
10
14

2
24
27

9

3
19
23
31
19
27
12

1
2T
22

3

11
12
12

—

O = ¢ o W B g g e

10
11
12
12
12

o o W W N e

e e ol e

AESASALAA AL A AR e W AR AN SANEASE

TG
T
Té
77
T7
177
T
77
177
17
77
T7
T7
77
17
T
T7
T7
T
77
T7
T8
T8
18
78
78
78
T8

&

1944
1845
6be8
43.8
Tlat
40.9

02.2
138 T

23at

10440

27«8
174
16.3
l16.3
oB.8
25.5
33.3
521
S56.4
279
20aT

23 6.4

26.3
34,0
38.3
7945
T4.0
22«1

Q I APCS
sessessacts

3364 «0300 154t
«370 « 0099 el
10,956 0143 .3
4.538 0092 12.3
18547 0810 11745
9.121 «0939 BTa2
2273386 «OT4T 427
Tle543 <0920 3.8
22338 <0410 345
30.049 «0&41 2Bt
S«161 « 1034 bhabs
L«155 «0344 «0
«5135 0185 «0
448 0103 2ed
0.091 « 0047 Ja7
3.249 0249 T840
Gehbb 0266 25.3
10549 <0099 S5el
Be256 «0037 2.9
3.045 «0289 63.5
«856 «0289 T aH
T7.259 «0179 «0
3065 «0954% 4242
3.178 « 0415 295
T364 «0T12 15.8
l6864% «0203 «0
17.054 «0255 20.6
2345 «0164 T«5

APLD
303
Beb
47a9
15.8
129.8
18941
129.9
304a7
16ak
32a1
112.7
bel
1.9
baT
13.1
89%.6
278
85.1
39.5
955
46T
«0
23649
36.2
77.0
Z2aB
34.5
Te5

T LT

SR A A

21«5
137.3
2C5.3
LBH.&
34detb

405

4540
136a.1

11.2

19
baT
l4a2

2.2
l43.0

Vet

39.5
103.0
1C2.8

Ile7
2369

5let

8B.6

2.8
4945
12.1



W1iM16

BY MT YR p
cesssssesssesass
11 7 78 Z2l.1
8 9 78 5542
12 9 T8 20.9
4 10 78 bhal
18 10 78 4l.8
23 10 78 2245
18 16 78 310.8
21 11 T8 21la1
25 11 T8 2448
2 1 7% 288
2T 1 79 40.9
i 3 719 3Teh
& S 79 36.3
14 10 79 37.6
12 12 79 28.5

A e e e e e o i oy e e e

1301
1D a483
124506
£+892
d.0467

14120
be291

«593
2630
l.600

« 362

6119
2-922

APLlD

-
WA AR A T N W W W W W F W W W W Ty W e T e e e o

1445
5le2
5848
2Ba4
57«5
TBat
15a1
45a 2
R
l4.%
l6.6
45.0

AP 1S

whe oyt e e SR
T o me E

118 «%

937
33.0U
65 .6
94 .0
18 o4
4545
3544
loa2
bbed
6la9



WiM17

DY HT ¥R P 5] 1 APDS APLO APL1S

g S B e S T LTt g BE-2r Bt g b e

16 11 Té 23a2 3.751 «0360 15«8 3103 35.7
13 12 76 l8.5 lat 28 « 0349 2aT 8.6 13.2
22 12 76 65.4 12 4448 n022C 9.3 47.9 5145
24 1 717 43.8 5.092 «0123 123 19.8 215
29 1 7117 Tlat 25«%50 «0511 117.5 12%9.8 137.3
I 279 4Ce9 B.308 «0817 B7Ta2 18%.1 2C5.3
6 2 71 3D02.2 2046.923 - 0817 462 «T 1299 1BB.6
14 2 77 1BE.7 Yo uts The «1130 3.8 304.T7T 348.6
100 3 77 245 2.991 « 0640 3a5 lbe4 40a5
14 3 77 104.0 34.26% «0688 286 12.1 4540
19 3 77 278 5.T15 «1000 104.0 132.6 1l36.1
10 & T7 183 Leta04 «0522 »0 el 1la2
14 & 77 £3.8 1312 «0172 «0 1.9 l«9
2 T It 1B.0 « 872 «0172 2al baT «7
24 9 17 Thal B.l22 «0113 3.7 13.1 1442
2T 9 77 29.4 3.417 « 0360 TE.0 B9« b 92.2
9 10 77 33.3 5.703 «0328 253 27«8 143.0
9 11 717 52.1 11.550 «+ 2206 S5el 5.1 Dy oy
19 12 77 58B.2 16.027 « 0275 28«9 395 295
23 12 77 2645 3.133 «0473 63459 95.5 103.0
31 12 77 207 «839 « 03465 Ta8 46«1 102.8
19 1 78 236.4 38 592 «0Z247 « 0 «0 31T
27 1 78 26e3 4275 +1038 42.2 236.9 236.9
12 2 78 34.0 5214 «0511 295 16.2 S5leb
1 3 78 3B 4% T-830 0827 15.8 1T.0 BB.&
2T 3 79 107.1 32.621 «0365 a0 2«8 2.8
22 4 T8 T4.0 19.027 -0398 20«6 3645 49.5
3 & T8 227 2el46 «0322 Ta5 Teb 12.1



Wim17

LY HMT YR p [ APOS APLO AP 15

Q
SLUNEBRERESTEERL AL A LR AL AL AN ALA NSRS AL AL AL AL LA ANGRR LA A

11 T T8 2la1l 2«163 « UG 14 =0 a0 thal
B 9 T8 55.6 114531 0183 1e2 S 2 Baed
1 9 76 20.9 3.059 « 0430 556 5640 6040
4 10 78 64.9 11434 <0177 L 1445 laod
18 10 78 3.6 12.489 .0538 11.3 51.2 Ll1B.4
23 10 T8 23.5 3.086 .0565 47.5 5B.8 9387
18 11 78 34,0 3.615 .0290 140 2B.4 33.0
21 11 78 22.1 3.505 <0371 3640 57«5 65.5
25 11 78 24.6 4742 .0638 3645 TBab  94.0
2 119 28.6 1241 «0123 50 1541 18.4
20 1 79 15.6 <314 «0118 151 4542 455
3 3 79y 4T.8 2.611 .0091 1.8 4.7 35.4
4 579 51.0 1.783 «0037 «0 l4at 1642
16 10 79 5040 6923 0172 16.5 lbeb 4642
12 12 79 31.2 balé3 40113  22.2 45.0 6l.9



uzmzo

DY MT ¥x p
sosesssesstnsste
24 1 TH 29.7
l« 13 73 29.2
12 L1 T8 33,9
B 12 T8  25.6
9 12 78 .
22 12 T8 1. B
28 12 T8 36.0
2 1 18 2440
13 2 79 381
2. 279 4043
17 3 19 1.9
vimaa
DY MT ¥R p
pedssEsusREs
21 12 76 23,0
&3 1 JI7 22a%
1 3 77 72.5
AR B 1845
23 & 77 18,2
29,10 17 2447
22 12 17 24aT
30 12 77 270
& 1 78 45.5
23 1 78 127
2 2 78 2640
26 9 78 21t

¥

FEedssd

3 1 APCS
¢¢¢¢;¢#¢¢¢¢aa¢; soas
2960 «200¢C 2745
1040 - 10060 18.2
1.360 l.1000 22.5
« 100 - 1000 106
3.080 <5000 32.1
«260 «2000 bel
3.980 1.0000 2682
1390 10000 4ue3
1.290 « 0000 PR
2.420 « 0000 Y.
«250 « 1000 Tau
Q I APDS
- = ceileg
« 3590 - 0000 lls5
.370 <0000 117
- 150 0000 .3
1980 5.0000 2eb
« %10 <0000 «0
1540 1.0000 s U
+400 «0000 6e5
800 3.0000 5
T«180 12.0000 Bel
32.990 B.0000 15.5
4.310 45.0000 249
«&70 1.0000 100

Aa. - e rr-hn‘-hh#u'aﬁ-ﬁﬁ.‘u#-—u-ﬁ-.--n -
= Lo R vy e

AR LD AP13
30.3 Tiaid
53.3 fh.l
42T 512
255 419
43.1 67«5
13.8 T8
01 T Y
cbeh 10d.3
18.6 35«3
iR & LG
7.0 Bla5
APLD APla

N T T P T L L LT T e e S g P

2244 G340
261 G3ad
Teth 3.l
L9.6 2lal
1.0 La2
239 343
1la4 21a3
27.0 259
4643  Bo.8
35.0 52ed
4.1 9d.0
[Te2 3len



VIMO3

DY MT ¥H
sosnscanssan
28 1 1.2
21 12 78
2% 1 77
r 2 77
7 4 77
23 & 77
29 10 77
e2 12 77
3e 12 Tt
& 1 78
2 2 T8
26 9 T8

p
s

L
¥
L1
4%
i

¥
1
ik

L.530
250
3.5%0
« 480
«820
bbbl
7T.090
2.010

T A e

whe vl A Al e o My R b e Al e sl e
uuuuu a ha LR e

«70u0
40U
« 2000
3.6000
L-00an
+ 2000
«3000
«0L0OUC
<0060
40Ul
£s900C
« 3000

APO3S

i it

Y an
1.6
i
Lat
ety
«0
-l
bel
-
Hed
e
10U

Ta b
B

iy e E e s
LR e R

ARP1D

394
dleth
ibel
3la2
19«6

1«0
3«9
Ll.%
27.0
wiie 3
Héal
17«2

i

S

w5
o

Apls

55«0
4900
Y435au
T3an
2lal

Led
33.3
2la3
2344
bo et
99 et
It



APPENDIX U

Computer programme THOEX

(all Flow diagram
(B} Fortpan programme
(¢} Input and operation instructions

{d) Example of output
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1 CONTINUE

C
E ————— INITIALISE
BD=0.0
BE=0.0
. BSE=99.9
E ————— SELECT OPTIMISATION/PRINT

WRITE( 6, 1000)
READ(S~»1001)10P

c

Eremce SELECT VOLUME (0) OR PEAK (1)
WRITE(641002)

: READ(5,1003)1VP

C-mmmm A

C

e SET ALTERNATIVES

E ----- BASEFLOW(O)Y OR APII(1)

WRITE(6,1004)
READ{(S51005)1AMC

C
E ----- ENTER TITLE

WRITE(&+1006)
READ(S+1007)TITLE

C

E ***** BASEFLOW OR API FLAG
e IF(1 AMC) E £ 2
E———-—API SELECTION

2 WRITE(A+1008)
READ(S5.1009)14API

C===— READ ND. OBSERVATIONS + CATCHMENT INDEX
C
¢ 3 READ(S+1010)N+CAT
E ————— READ R-INDEX+AREA+OBSERVED Q/PK+BASEFLOW/API
E DO 14 [=1+N
E ----- APl FLAG TO FORMAT
T U AR e U & = = e
4 IF(IAPI-5) Ss 10 5
5 IF(IAPI-T) Sv Ll
& IFLIAPI-10) Te 129 T
c T IF(IAPI-15]) By 13 8
E ***** BASEFLOW

B READ(S5+10111P(H)+ROID+ACT)+QO(1)QP(T)-ATILT)



GO TO 14

Crmsemn APT 1
9 READI(S+1012)PL1)+RETDwBLTID2QO(TI)edPII)«ATLL)
. GO TO 14
E ————— APT 5
10 READ(S+1013)P{T)+RITI}ACT)IQD(T)oQP(T)eAT(T)
GU TO 14
C
E ----- APT 7
L1 READ(S5+1014)P (1) +RIII+ALT)I+QOCT)-QP(T)-ATLT)
5 GO T3 14
E ----- APT 10
12 READ(S+1015)P(T)+RUL)¢ACT)»UD(TII«QP(T)eAT(T)
; GO TO 14
C-====API 15
c

13 READ (541016 IPLI}+RET)ALLI) QD01 +QPCI) 10D
14 CONT INUE

C--=-- TEST FOR VOLUME OR PEAK,IF PEAK LET QOCI1)=QP(I)

IF (EVP) 16y lb6s 15
15 DO 16 I=1+N

QOCI ¥=0PLI)
16 CONTINUE

C
E-----1EST FOR OPT/PRINT
IF{IOP) 1Be 1B+ 17
17 WRITE(6,101T7)
READ(5+101E8)B1l+B2,83
¢ GO TO 24
E-----ITTEH&TI?E ROUTINE
E ----- SELECT OBJECTIVE FUNCTION

18 WREITE(6+1019)
READ(5+1020)10BFN

c
E ----- SET PARAMETER LIMITS

19 WRITE(6s1021)
READ(5+1022)1B1L+BlU+B2L.B2U+B3L+B3U

C
E ----- SET ITTERATIVE INTERVALS

WRITE(6+1023)
READIS+1024)S5TEPO+STEP1+STEFR2

C
E-—--—IHITIAL]SE



20 Al=B1L
BZ2=R2L
¢ B3=83L
E ----- LODOP FOR BETA-1
21 N0 51 11=1.100
BZ=82L
¢ IF(BIU=-Bl) 52+ 22, 22
E—---—LGUP FOR BETA-2
22 DO 49 [12=1.100
B3=83L
8 IFIB2U-B2) 50y 23+ 23
E-----LGDF FOR BETA-3
23 DO 47 13=1,100
IFIR3U-83) 48 24+ 24
. 24 NO 33 I=1sN
Cmmm—— TEST FOR BASEFLOMW 0OR 4P|
IF(IAMC=-1) 25, 26y 26
E ----- CONVERT BF (MM/H) TO BF (QU.FT/SEC/3C.ML)
25 AIZ2(1)=Al010=25.404006&674(1)
. GO TO 27
C=m—— CONVERT APTI(MM) TO APILICM)
g 26 AlI2(1)=AT(T1)/10.0
C==---CALCULATE CRITICAL RAINFALL THRESHOLD
C
27 DERIV=B2%B81
IFl]1.0=-82) 28y 32y 32
28 DERA=1.0/(R2-1.01)
IF(B3) 32+ 32, 29 )
29 PCRITI1)=1.0/(DERIV=RIII*(1.0+AI2(1}=*B3)1)1==DERA®2S5.%
. IFIPCLI)-PCRITII)) 31e 31+ 30
E ----- CALCULATE STORMFLOW/PEAK
E ----- P > PCRIT
30 CE(II=(BI=R(TIZ((PCRITIIN/2540%=832)15(1.C+(AT2(1)%383
11)1)1=25.4
CEIMI)=QE(I)+P(1)-PCRITI(I)
c GO TOD 33
(=== P < PCRIT
31 QE(II=(B1=R(TIZ(IP(I)/25.4)%SE2 )15 1.0+(AT2(10=2B3)))
1225.4
G0 TO 33



12 QEMTI 1=(B81#=RIT)2((PITI 1/ 254} =R2]))%25%.%
g 33 CONTINUE
E-‘“‘*IHITTALIEE
A3=0.0
Re=040
A4d=0a0
D1=0.0
c 85=0.0
== CALCULATE THE CIFFERENCE BETWEEN OXSERYECD AND
E-----CALCUL&TEU
E STORMFLOW
ng 34 [=1e«N
DIFS(1)=00(10-Qe{l)
PER{II=DIFS{T /00101121000
c 34 CONTIMNUE
E-----EhLEULATE OBJECTIVE FUNLTIONS
E ----- CALCULATE COMPONENTS FOR 0OBJECTIYE FUNCTIONS
ou 35 I=1+N
A2(11=00(11==2.0
A3=A3+0001)
B22(11=QE(1)%s=2.C
Be=B4&+QE( 1)
Be=A4+A2(])
B5=85+822(1)
- 35 CONTINUE
E ----- CALCULATE MEANS
I=FLOAT(N)
AQUO=A3/1
. AQE=B4 /1
E ----- CALCULATE STANEARD DEVIATIONS

SDO=SQRTI((A4/2)-AQO=%=2.0]
SDE=SQRTI(B5/Z)-AQE*%2.0)

C
G CALCULATE COEFFICIENTS OF VARIATION

CvO=(5D0/AQ0)=100.0
CVE=(SDE/AQE)*100.0

C
E ***** CALCULATE CODEFFICIENTS OF EFFICIENCY
DD 36 I=1N
X{1)=0.0
Y(1)=0.0
36 CONTINUE
DO 37 I=1l+N
X(I)=X(I-1)+(QOU1)-A00)%%2.0
YOI =YUI-1)+(QOUI)-QE(I))=*2.0



37 CONT INUE
. E=(X(N)-YIN)I/XIN)
E ----- CALCULATE CUEFFICIENTS OF CLTERMINATION
DO 38 I=1.N
DL=D1+(QO( 1)=QUEL 1))
38 CONTINUE )
COR=(Z9D1-A3%84) /SOQRT((Z2A4-(A3)222,.0)2(2%R5-A4%%2,.0))
. C=CORE%2.0
E ----- CALCULATE THE DIFFERENCE BETWEEN D AND E
- F=D-E
E ----- CALCULATE STD.ERROR
é SE=SQRT(Y(N)/FLDATIN=-2))
E ----- CALCULATE REGLCOEFFICIENT
3 REGC=COR®S00O/SDE
E**-**fALEULlTE BASE CONSTANT
) BC=AQE-(SDO/SDE£AQO)
C-==m== TEST FOR OPT/PRINT
s IF(IOP) 39, 39, 43
E ----- OPTIMISE DBJECTIVE FUNCTION
E ----- FLAG TO SELECTED 0BJ.FN.
- 39 IF(IOBFN) 40+ 41+ 42
E +++++ TEST OBJ.FN. AND FLAG TQ NEXT LOOP 0OR STORAGE
40 AD=BD-D
IF(AD) 43, 434 464
41 AE=BE-E
IF(AE) 43, 43, 46
42 ASE=BSE-SE
. IF(ASE) &6+ 464 43
E ----- STORE BETAS,OBT.FENS AND O8S5/EsT VALUES
43 1D=D
ZE=E
ISE=SE
ZAQD=AQOD
ZAQE=AQE
IF=F
2500=5D0
ISDE=SDE
IREGC=REGC
I8C=8C
Z81=81
I182=82
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fel ENPUT AND OPERATION THSTRUCTIONS

The following 29e btypicdl runs For ths ppogesmme INDEXD LUsine fhe
tg] aprimisatict foutine =axd

ntroutine.

thl pr

-

The Sptimisstion routine ailows the SPeribtdr to set DOmts o st pares
matar | %, BE‘ 63] and iterative steps for parameters increments. Each
combinatzon of parameter values 1s tested in the model and the sel =Sivine
the highest value of a specilied objective function 15 printed along  wilh
clisarvad and estimated stormPlow values and gbther sStatistics [(Ses  Ssction

Bl. The dbijective Punctions which '‘may be optimised are the

ba) coefficient of determination (D)
(o} cosfficient pf efficiency (£} and
le) standard error (SE)

After the printout, the sperator 1s giver the tholce of regeatling the anss

lysis with new pafameter limits or terpilfpgating the run.

The operator 1is alsc required to indicate if volumes or peaks are being
tested; whether basefleow (initial flow rate) or antecadent rainfall (API)
1S to be used in the model and the number of days antecedent rainfall if
this wariable 15 selected. Alloswance 1s dlso made far a tnitle Lo be

enteread for the analysis Wich is printed at the top of the final outplit.

In the following example of the imput regquirements for the cperation of the
optimisation routine, the programme 4dnd data are stored in a file ALAN,
the element for the programme is INDEX and that for the data is TND17.
Operator inputs are indicated by  and other statements are as they woula

appear on a terminal screen.



EXOT ALAN.INDEX

SELECT OPTIMISATION (O)/PRINTCY)

SELECT VOLUME (9} /REAKI!

INDICATE BASEFLOW (QI/APT( 1)

>}

ENTER TITLE AND DATA

> CATCHMENT WIMIT « INITIAL FLOW

> BADD ALAN.TNDIT

SELECT QBJECTIVE FUNCTION:D(-1), EtD}), SE{)

>0

SET PARAMETER LIMITS

> 0:100 0.300 (B,

> 1,400 1.500 {321

> 6,200 0.30h (84

SET ITERATIVE INTERVALS

> G.100 0:.100 0.100 (By» E?.a3!
PRINTOUT

END (D)/REFEATI(1]

>e

NDEE: 1} I AFL  had have been sslected then the
Tollowing would have appearad after the
title

APT SELECTION: APIV(1), AP15(5), APIT(T)

APE1Q(10), AP115(15])
=10
ie, the 10-day antecedent rainfall would be

used.

2] If the operator selects to repeat the
analysis the programig reverts Lo the
selection of an cbjective function.

A80

41

eF6.3

£FG 3

2F6.

Ll

F6.3

-
]

12
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tha Akpht ol the gals Tufes s in Taiiams ay

selpchey perameters s foidows:

CEADD ALAN. INTIT
ENTER PARAMETERS
» 0600 1,500 0.250

PRINTOUT
END UD)/REPEAT(1}
* 0
Note: Hepeatl woulg return the cperdator to the

peint of ontering parametsrs.

Pttt

3FLE-3
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APPENETX 10

Storm rainfall, stormflow; the associated initial Flow
rate and antecedent rainfall used for testing the RE-=index model

in the Grahamstown catchments I, II and ITI1

The abbreviations used are as follows:

Dy = day

MT = month

YR = year

P = storm rainfall (mm)

a = stormflow (mm)

I = initial flow rate (mm:h ')

APD5S = Ffive=-day antecedent rainfall total (mm]
AP0 = ten-day antecedent rainfall total (mm)
AP15 = [fifteen-day antecedent rainfall tetal {(mm)

-



GRAHAMSTOWN 1

CY MT YR p Q | APO1 APOT AP 10
;;¢;2$;;a##¢;====:=¢;a=$$$$#¢=;$=¢$=;;;;$¢$;;;;aa#gg;;
21 3 Te 13.6 <011 « 0019 loas 3645 4045
21 3 7& 4041 3.4998 = 0086 Z23i.3 50.2 54 42
29 3 16 lé.4 «015 «0060 -0 1l T2 D
2T 2 77 30.8 «022 « 0001 «0 3.3 219
28 2 117 279 « 281 - 0008 30.8 3441 527
& 3 TT T«D « 483 « 0002 545 bdae2 b4 .9
T % 17 21«5 «216 « 0027 33.8 42a2 4243

1 12 77 LS8 «028 <0012 5.0 4245 4245
30 12 77 Lle% «033 « 0019 35.9 63.1 B3.8
10 1 78 19.5 «0248 «0001 -k 2s9 2l.1
11 1 78 8«0 «031 «0044% 196 226 2Tl
& 2 T8 2244 «001 «0019 U Tal 219
20 4 78 33.7 «04] « 0004 11.4 19.6 2041
21 4% T8 36.3 «B8& «0032 33.2 54T S4el
28 2 T9 269 «014 «0000 27.1 6le2 6la7
21 T T9 1254 24.615 0001 28.9 29.4 29 ads
24 T T9 25.0 5.819 «0751 ls4 155.6 156.1
20 8 79 105.2 35.054% « 0041 «0 5.9 12.3
26 8 79 49 «051 0686 «0 105%.2 110.0
15 9 79 5.8 « 002 «0158 15«4 15«% 160



GRAHAMSTOWN I

DY MT YR P Q I APODL APOT AP1lO
;;#;;=;;#:#:;#####$$;¢=$=$3###;#####;;;;###;;;;1;##;;;;
3 1 10 20.59 004 - 0000 «0 bae3 28«0
9 1 76 17«9 « 489 «+0000 .l 21«9 24945
6 2 Ta 21.0 <021 0000 11«8 157 123
10 2 76 8.0 «001 «0000 .3 5040 500
2 3 Té 11.7 «008 « 0000 Sed lBe«3 18«3
21 3 7& l13.8 « 064 « 0034 15.4 34.9 3Ta3
21 3 Te 39.6 3.575 -0078 19.9 4B8.7 487
28 3 76 645 «006 «0029 5.9 Tah TT«9
21 Z TT 37«1 «481 - 0000 =0 3.2 2240
28 & TT 30.5 « 877 =« 0000 37.1 3T+ 5 69«0
6 3 77 11.0 679 « 0000 68 Thatk T4a8
2% & 11 L34 «0238 « 0000 160 1645 25a6
T 5 7T 154 =020 -0000 20.8 29.8 2948
i A | 15.2 l458 -0029 3bae2 45,2 4542
26 11 77 15.0 =014 <0000 l4 45 l4.5 lbal
1 12 77 15.8 «415 -0000 Bad 4lal 4lel
30 12 77 4lab «137 <0000 23.7 25+ % 254
30 12 717 Te9 «001 «0126 56.8 58.0 S5Ba5
1 1 78 245 001 « 0044 10.9 7T8.9 T9ets
9 1 78 20«6 «159 0000 -1 2.9 G4ad
20 4 TB 23.9 <077 « 0000 20.0 27«3 2Ta8
21 4 T8 3B.2 «307 « 0000 20«3 55«7 557
2 11 T8 15.5 «009 « 0000 T.0 T.0 21a5
21 2 719 16a7 «001 -0000 165 l6.8 18«7
286 2 17 271 «197 «0000 11.%9 156 49.1
20 T T9 126aT7 23 .610 «0000 295 30.3 303
24 T 79 294 406 «DTT5 l«% 157.5 158.%
L. 8 79 3.5 «001 « 0041 1.9 1.9 1.9
20 8 79 21.2 -001 «001%9 Tel 13.5 20a2
20 B8 T9 79.5 21287 <0060 18.5 2ha2 3l1.0
26 8 719 3.7 -086 «0545 «0 98.0 102.5
31. 8 79 Tath «001 +0319 «0 3.7 2bel

15 9 719 14.9 «023 «+0226 «0 «0 « b



GRAHAMSTOWN II

DY HT Y4

21
28

7

3
21
23
20
25
31

1l
15
15
15

3
3
5
2
T
7
]
B
B
9
9
9

9

10 10
13 10

T6
Té
T
78
79
19
79
79
749
79
19
19
79
79
79

P

278
14.5
197
234
85a3
2949
109.9
5.8
T«R
EsS
1447
a2
S5
11.8
8.8

R SS

g :
1650 0000
005 0025
214 .0000
007 .0000
14.7T4% 0000
5372 G521
14650 « 0000
.132 +05813
.007 .0235
<001 <0251
001 «00BO
004 0134
005 0188
018 0000
003 - 0004

APOL APOT

3245 705

-U -{‘
46 .8 55 ab
«0 Hal

57«1 57T
1.7 154.2

«U ol
0 399
-0 5.8
«0 13.7
«0 «0

l4a7 16T
189 18.9
5«5 Tal

-1 Tal

AP10

e oty e A e e

T0«5
TT.0
55a7
21laT
57«7
154 .4
1la%
114 .6
35.4
«0

ob
19.5
13.5
Te0
2642



APPENDIX 11

Computer programme INDST

{a) Fortran programme

i) Input and operation instructicns



aj)

FORTRAN PROGRAM

[-2-2-2 32 it k- R R R R R R - - e e L2 TR o
C

C PROGRAM INDST

C AeSeHDPE

C HYDROLOGICAL RESEARCH UNIT

E UNIVERSITY OF ZULULAND

CoF3 ISR AT TR AT LTSS SIS RIS SR LS LVTALT ST ST ST I BT ISR
C

C-———-- PROGRAM TD CALCULATE STORMFLOW DEPTHS (MM) OR PEAK
C-———= FLOW RATE(MM/HIUSING THE DISTRIBUTED R-INDEX MODEL TO
E +++++ PROGRAM CALCULATES:

C MEAN - UOBSERVED (4QC)

C - CALCULATED _ { AQE)

C STANDARD DEVIATION - OBSERVED (5p0)

C - CALCULATED (SDE)

C COEFFICIENT OF VARIATION - OBSERVED (Cv0O)

C - CALCULATERI(CVE)

C COEFFICIENT OF DETERMINATION (D)

C COEFFICIENT OF EFFICIENCY {E)

C D-E (F)

C STANDARD.ERROR ) (SE}

C REGRESSION COEFFICIENT (REGC)

E BASE CONSTANT (BC)

CE s s I S Y S SNSRI TN LRSI S
C

C-==—-THE PROGRAM ALLOWS FOR INKTERACTIVE CHANGES UF

C-—--—- THE MODEL PARAMETERS BETA-1 (Bl) +BETA-2 (BR2)

C-———- AND BETA-3 (R3) OR AUTCMATIC OPTIMISATION FOR A

E ————— SPECIFIC OBJECTIVE FUNCTION

E -----------------------------------------------------------
C---—-- INPUTS R-INDEX (=) (R)

C-—-—-— NO. OF OBSERYATIONS (=) (N)

C===—= STORM RATNFALL (MM) (P)

C————- OBSERVED STORMFLOW/PEAK (MM) (QO/ICP)
=== BASEFLOW AT START OF EVENT (MM) (AI)

C===—- ANTECEDENT RAINFALL (MM) (AT

C-—-——- CATCHMENT AREA (S50.KM) (A}
C--———0UTPUTS OBJECTIVE FUNCTIONS

Cmmm=— OBSERVED STORMFLOW fPEAK

C-—=——- CALCULATED STORPMFLOW /PEAK

E ----- BETA VALUES

E ___________________________________________________________
E ————— SYMBOLS IN ALPHABETICAL ORDER

C—-=—== A=AREA OF SUB-UNITS(SQ.KM)

C-—=--- AI=BASEFLOW (MM/H) OR API(MM)

C—==—- Al2=BASEFLOW (QUFT/SEC/S5Q«ML) OR APIICM)

C-————— AQE=MEAN QE (MM)

C—=—=== AQO=MEAN QO (MM)

e ATOT=TOTAL AREAISQaKM)
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BO 1 J = 1+100
A(J)=0.0
QE1(1+J)=0.0
A[Z2(1,31=0.0
PCRIT(15J)=040
1 CONT INUE
. 2 CONTINUE
e INITTALISE
AD=0.0
BE=0.0
. BSE=99.9
C--mm- SELECT OPTIMISATION/PRINT
WRITE( 64 10C1)
. READ(5+1002) IOP
E ————— SELECT vOLUME (0) OR PEAK (1)
WRITE(&641003)
. READ(S,1004) TP
L= A
C----=SET ALTERNATIVES
s BASEFLOW(O) OR API(1)

C

WRITE(6+1005)
READ(54+1006)TAMC

C
L=====ENTER TITLE

WRITE({&,1007)
READ(S+ 100B)TITLE

DF SUB-UNTTS (NSU)

WRITE(6+1009)
READ(5+1010)N5U

c '
C===—=INPUT AREA OF EACH SUB-UNIT (A)

WRITE(G&6+1011)
READ(S5+1012)(A(1)sI=1410)

---- DEFENE N

----- INPUT R-INDEX FOR EACH UNIT

Oe

WRITE(&+1013)
READIS5+1014)(RII)sI=14+10)

----- CALCULATE TOTAL AREA (ATOT)

ATOT=0.0

3 CONTINUE

(R)



E—--—-BASEFLHH OR API FLAG
IFCIAMC) Sy 54 4

C
C--mmv AP1 SELECTION
4 WRITE(641015)
. READ(5,1016) [AP]
e READ NO. OUBSERVATIONS + CATCHMENT INDEX
5 READ(S5+101TINsCAT
Commmm READ AREA,0BSERVED Q/PK.BASEFLOW/API
. DO 16 I=1sN
C----- APT FLAG TO FORMAT
IFLLAPI=1) &, 11y 6
6 IF(IAPI-5) 7, 124 7
7 IF(IAPTI-7) B, 13, B
8 IF(IAPI-10) 9y 14y 9
¢ O IFUIARPI-15) 10¢ 15 10
Cmrr BASEFLOMW
10 READ(S5+1018)P(1)+Q0(1)+QP(I)sATI(])
; GO TOQ 16
Emr—r APT 1
11 READ(S5+1019)P(1)4Q0CT)+QPLT)¢AT(T)
: 60 TO 16
C=====API 5
12 READ(5+1020)1P(1)+QO(T1+QPIT)oAT(I)
- GO TO 16
Cmmes APT T
13 READ(5+1021)0P(1)+Q0(CT)+QGP(I)+AT(])
: GO TO 16
G APT 10
14 READ(5+1022)P(1)+QD(T)+QP(T)+ATI(T)
¢ GO TO 16
S APT ‘15
15 READ (551023 )P(1)+QDCI)+QP(TI)4ARLT)
. 16 CONTINUE
C-mmmm TEST FOR VOLUME DR PEAK,IF PEAK LET QOD(I)=QP(I)

IF (IVP) 13- 18+ 17
17 18 I=1.
QUI]I QPilI



1B CONT INUE

f e TEST FOR OPT/PRINT
IFLIOP)Y 20+ 20+ 19
19 WRITE(G6+«1024)
READ(5+1025)81+82483
GD TQO 24
R ITTERATIVE ROUTINE

C
C~====SELECT OBJECTIVE FUNCTION

20 WRITE(6+1026)
READIS +102T)IOBFN

§ess SET PARAMETER LIMITS

21 WRITE(G6+1028)
READ(5+1029)B1L+B1U,B2L+B2U+B3L.B3U

C
E ***** SET ITTERATIVE INTERVALS

WRITE(&.1030)
READIS+1031)STEPO.STEP1+5TEP2

E ----- INITIALISE
22 Bl=Bl1L
B2=82L
B3=B3L
E ----- LOOP FOR BETA-1
23 Do 57T I11=1+100
82=82L
c IF(BlU-Bl) 58y 24, 2%
E '''' LOOP FOR BETA-2
24 CO 55 12=1.100
B3=B3L
[IFIB2U—B2) 54+ 25+ 25
E ----- LOOP FOR BETA-3

25 DO_ 53 13=1,100
IF(B3IU-B3) 54 26+ 26

C
E ----- INITIALISE ARRAYS
26 DO 28 I=1+N



E ----- TEST FOR BASEFLCW CR AP|
IF(1 AMC-1) 29+ 30, 30

R CONVERT BF (MM/H) TO BF (QU.FT/SEC/SC.ML)
: 29 A120 1+ J)=ATL1)%25.404006/7A100)

; GO TO 31

C-mmn CONVERT API(MM) TO API(CM)

¢ 30 AI2(1.J)=ATC1)/10.0

C----CALCULATE CRITICAL RAINFALL THRESHOLO

31 DERIV=B2=81

IF(1.0-B2) 32+ 36+ 36
32 DERA=]1.0/(B2-1.0)
IFIB3) 36, 36+ 33
33 PCRITII+J)=10/1(DERIVSRIJI=(I1.0+A12¢( 1+ J)2=B3))1==DERASZ5. 4
¢ IFIPLIV-PCRITI(IwJ)})Y 354 35+ 34
E ----- CALCULATE STORMFLOM/PEAK
E ----- P > PCRIT
34 QEL( I+ J)=(BLl=RIJI=(I(PCRITI1+J)/25.%)1%=RB21%(]1.0+([A12
1(Led }==B3)))
2%25. 4
QELILI+J)=QEL L +J)+PLT)-PCRITI(IJ)
c &0 TO 3T
P P < PCRIT
35 QELUI+J)=(BLl=R(JIS((PLI)/25.4)%%R2 )= 1. 0+(AJ2(1+J)==R3
LY )%25.4
GO TO 37
C *‘“--BZ-{!-B
36 QEL( T+ J)=(BLl=R(JIZ((PII)/25.4)%=R2))=25.4
37 CELU1+J)=QE1(lJ0ALJ)/ATOT
=== SUMMATE STORPFPFLOW FROM SUB-UNITS
CE(I)=QE(1)+QEL1(TI+J)
38 CONTINUE
c 39 CONTINUE
E ----- INITIALISE
A3=0.0
B4=0.0
Ae=0.0
D1=00
& B5=0.0
L= CALCULATE THE DIFFERENC: BETWEEN OBSERVED AND
L= CALCULATED

C
E STOR MFLOW



DO 40 I=1sN
DIFS(I)=Q0(1)-QE(1)
PERCI)I=DIFSII1/Q0(TI)=100.0
& 40 CONTINUE
C==——— CALCULATE OBJECTIVE FUNCTIONS
f=m——— CALCULATE COMPONENTS FOR OBJECTIVE FUNCTIONS
00 &1 I=1N
A2(1)=Q0(]11%=2.0
A3=A3+001(1)
B22{1)=QE(L1)==22,.0
B4=B4+QE(IL)
AG=A&+A2(1)
BS=R5+B22(1)
c 41 CONTINUE
E-----CALCULATE MEANS
I=FLOAT(N)
AQO=A3/1
g AQE=B4& /1
E ----- CALCULATE STANDARD DEVIATIODNS

SDO=SQORT{(A4/Z)-AQO%%2.0)
SDE=SQRT((BS/Z)-AQE=%22.0)

C
E ***** CALCULATE COEFFICIENTS OF VARIATION

CvO=(5D00/AQ0)*100.0
CVE={S5DE/AQE)*100.0

[ CALCULATE COEFFICIENTS OF EFFICIENCY
DO 42 I=1.N
X{1)=0.0
¥Y(I1)=0.0

42 CONTINUE
DO 43 [=1sN
X(I)=X11=-1)+1(QO(1)-AQ0)==%2.0
YII)=Y(I-1)+{(QO{I)-QE(I))1==2.0

43 CONTINUE

¢ E=(XI{N)=YIN))/XI(N)

E ————— CALCULATE COEFFICIENTS OF DETERMINATION
DO 44 [I=1sN
D1=D1+(QO(I)=QE(I))

44 CONTINUE
COR=(Z*D1-A3%B4)/SORTI(LZ2A&-(A3 )22, 0 )% I%B5-B4==2.0)1)
C=COR==2.0

C=—=—== CALCULATE THE DIFFERENCE BETWEEN D AND E
F=C-E

C
E ----- CALCULATE STOD.ERROR



SE=SOQRTIY(N)/FLOATI(N=21)])

et CALCULATE REG.COEFFICIENT
REGC=COR=5D0/S5SDE

----- CALCULATE BASE CONSTANT

BC=AQE-(SDO/SDE*AQ0)
----- TEST FOR DPT/PRINT

IF(IOP) 45+« &5+ 49

----- OPTIMISE OBJECTIVE FUNCTION
s FLAG TO SELECTED UBJ«FN.

45 IF(IOBFN) 46+ 4T+ 44d

C
————— TEST OBJ«FNa AND FLAG TO NEXT LOOP OR STORAGE
46 AD=8D-D
IFCAD) 49, 49, 52
47 AE=BE-E
IFLAE) 49, 49, 52
4B ASE=BSE-SE
IFCASE) 52+ 52+ 49
----- STORE BETAS+OBT.FNS AND DBS/EST VALUES
49 ID=D
LE=E
ISE=SE
ZAQ0=AQ0
ZAQE=AQE
IF=F
Z5D00=5D0
ISDE=5DE
IREGC=REGC
IBC=8C
IB1=81
IB2=82
IB3=83
DO 50 I=1+N
IQO(I)=QO0(1)
IQE(I)=QE(I])
IDIFS(1)=DIFS(I)
IPER(I)=PER(I)
50 CONTINUE
----- TEST FOR OPT/PRINT
IFCIOP) 51+ 51+ 58
51 BD=D
BE=
BSE=SE

52 B3=B3+S5TEP2

53 CONTINUE

54 B2=B2+S5TEP1
B3=83L



+STEPOD

NUE
L—=———CUTPUT OPTIMISED DATA AND RESULTS

0
-

BleZBZ +vZB3+IDwIEwlIFsZSEsZACUZAQELZSD0

YZOOU 1)+ ZOEC 1)« ZDIFSUIYZPERLLD

CAT«IVP+ 1 AMC+IOBFN

W=
- P
Q=0
of e
QO =
=~ M=
e ] e el e ] e ) e
LDHOIL LLO0DELH LIOO = o
e ] e ] e T e L e L)
L L) ) L ) LY L o L T L e L e
il O
Forloldoaanoe O O b <
I X=X OEETESNTOE LI XL =]
—

== o e i~ L
_._J. _._.__ .h__,_ﬂ ,.D .ﬁ_

- -

= -
— LLy ]

S . s

" - - 1
- - = — L=
~ M e o -
L2 - - L] P —r b o
- oy w W e L =
- - - L A - F =
) - - s ] — — -
- — - on ! " o -
= S, — L] — - — ] -
= = — = = e N i il ] ek e — Il e
- - — e . = - = g & & & = b = =
[ - O = MM I W U DA - w -
O = o - — WL W WL~ X - -
o M -~ " I o WL eeees O = 7 s
pelil S v F I = - o M e e - - o AN
Cow o - 0O = * MWD —N = o« e
- o b ek L) e e 8 ) = > O
—_ Z - — e e e F U L=

=z e o D & o - i T T T e Y ¥ O TR I - |
O 0O - I o O 9~ [T TR e P

ey x M A o = LU AR i AT T 0 rmZ >
= = 33 = B a % » & 8 87 L == de I
g O = o oy X o Lo pirE > J-0 -
L B T B W e ol W W WL W = Wil = e
- W = L a = R = = EN -
L A vV = D O« Z O— MAMmmAamW O W e 3
- O = W LI I "0 88T W PwE -
= - D d D o 1 == Moo = W *<a o
a 0O = X = o U= LiLbluwddle m IMa >3
0O > W o= L~ r e e e O < U I

= = gl = = - LY 2 C 2 W O ol D= o
-~ - w o 23 we L lanloalanloslngl = == Z»
oW J W o = B A A e = . ) N A0
el W o= W F F F u L N TTRTT i - F
D ol B e LS e e el e e ] =~ e
L W F F = =M PO = 8888 ATl W LM -
A W = W e esesda DONWVINWONWNIW MWL A e
e - - = e M= alesed LWL Ll e = s= O =0

s e e DN MWL NWL =0y e e e e e e m Bl
o WO OIS D e B e DD 3 e e U e B M L M P T e
L LY e ) i P e Y o gl gt ot U D e e [ e P P P o L) ) LY e Y P L e et
R St S St B ot i et i S s P st Tt Bt o e et T Tt Nt B
e b e e e e e o o o o o o ot e e e e e e e e e e e e e s e e e
o] T o] o] i o] o] o] o ] o ¥ ] o ] ] O e o] ol o] o] o o ] ] ol ol Y o] ]
I I T I I I I I I Iy I I~ IIIIIEIIIIIIIIIIIIX

A~ oo o o oSO o O O

O000DoO0000D00D0NCADCCOO0DO0O00000D0D000

LTI T O g T 1y TR WV W T T T T N g O T O T T T T
i

Qe N O=~0 O =T N OO0 D= A GO~ 00O N

D000 O00 000 rmd rdrd rdiod md i el el P 5] P P P P P P P PR Y PFY Y

=lelslelolslalslalslalalalals]al
e e B e e B [ T T N R R - p—)

jalslolefslolelulolololslalalel=]=]a]
e o el el ] o] i ] g ] A il ] ]



3

L ] -

R = oy
Wee =&
Ll T B4
= =F Il whd
e 00w
I S b=l &,
A = -
MmW s o
o = &
e 0 = || O
=L L
>, Ef— =
Fjm oA
= Uil .

FUNCTIONS '+ 10X,
Ke"PER" o/ yBXy

il M e
Y, T LI - - -
- ML X = =
——p— b= =MF W= —
— = - ma B[] e | =,
=L = x INY O= =

S e il o® e =
Lot - SR | B+ o ¥ K Ll * Al 1
Mo~ AW W = sl
D= Bl o) sl e e
fm = ® = DO0= M ~nXEN
T o L B - = el -~
e s o Ea || e ® s e

M e 1 M e e
E—— o S FLATY A Y
= MMie &=~ = || of @ = [TRE ] LR s

= =i M WIONN = =3
NDgE | »lLF L] L O

Gl e Fim ow e el
C® e * el SR
e om L M ML= AU~

—_— X = Rt L L=
I ov o0 £ = LY. -y T
WX v =01 A e

= Q0= L | ng
Do »~0 =LAWL DO= 7
WMidide ~@WLWe U = el

s = pe = = & =[] sl =

e w2 | re PR L) R e
o m e
b a M S o VI T R I T o e n T
B i e e [ = L e e B e
M e e e
el ] eale || *o || dw o <] o]
EITYXYXE » o= X |LXT
Laamhhag X sx—r= fivo O
2000 DR ~-ND-=D00E
el Ll L ™l e L a0l O UL W T
....._ 1123451

Fun.n M~ g O
MM ™M L A B
oo © o Qoo
e —_ = — e —



el ENEUT (AND/ OPERATION INSTRUCTIONS

The inpat and sperabicn instractisnas. Forc INDST are similare Lo Uhiise
INDEX. Howevar, this progiemme regiires substantially longsr tims o
optimisatagr and exdecdtion is therafore geperslly Lo batch mode rather than

in demand mode (From 2 terminall. A typical runstream 135 given balow.,

i SRUN INDST.AENG-PSTARF/ASHOPE ,AENG-PASHOPE, 1,10
85YM' PRINTS, [S06PR3

%]

3 BLEG, & ALAN

4 BXOT ALAN.INDST

5 e

= o

T i

B WiM15 APS

g ]

10 DD.478 D0.794 01.070 00.977

11 DO.980 00.B85 00.743 00.615

12 05

13 #ADD ALAN.INDIS

14 0

15 0,020 0.070

16 1.800 1.920

17 0.300 0.400

18 0,001 0.001 0.001

19 o

Line Description Format
1

2 Control statements for the UNIVAC 1100
3
L

5 Optimisaticn (Q)/Printin) 12
6 Volume (0)/Peak(1) 12
7 Baseflow (0)/Peak(1) 12



Ladgit Desgrintror, Frarmat

8 Title AS0
Number of sub=units I2

10 Areas of Llgiyiiual sub-units Lkm ) 10F7T.3

11 Bandices of individual sub-units (=3 1W0FT.3
APT selection (numbsr of antecedent daysl iz

13 Input dats file

14 Select cbjective function: (Dl-}, E{0), SE(1) 12

15 Parameter limits - E"l 2Fh:3

16 Parameter limits - BE 2F6.3

17 Farameter limits - B] 2F6.3

18 [tarative iritervals 3FhL3

19 End (@)/Repest (1) ie
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AFPENDIX 12

The derivation of CN units from catchment soils and

vegetation data for catchnment WIMIS
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